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1. Network Visualization
As shown in Section 4.4.1 of the paper, the network searched by our GAS with GGM has smaller parameter size while

achieving much higher performance. The visualization result can effectively help to analyze which component brings in the
performance improvement. We thus visualize the networks searched by the three methods: 1) GAS with GGM; 2) GAS with
fully connected layer; and 3) random search in Figure 1, Figure 2 and Figure 3, respectively.

Compared to the other methods, the network searched by our GAS with GGM shows the following three advantages:
1) The cells in the low stage tend to choose light-weight operations (i.e. none, max pooling, skip connection) and the

cells in the high stage enjoy the complex ones, which is the goal of pursuing high speed as described in the introduction of
our paper. Specifically, under the same latency loss weight, the network searched by our GAS with GGM contains thirty
light-weight operations (dashed-line arrow in the picture) with lower latency, while the other two methods use twenty-one
and twenty-three light-weight operations, respectively. However, our GAS with GGM achieves higher performance, which
exhibits the emergence of the concept of burden sharing in a group of cells when they know how much others are willing to
contribute.
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Figure 1. The network searched by our GAS with GGM exhibits the benefit property (e.g. more dilation convolution operations in deep
layers and more low computational operations for fast speed) for real-time semantic segmentation.

2) The deeper layers tend to utilize larger receptive field operations (e.g. conv with dilation = 4 or 8), which plays a key
role to improve performance in semantic segmentation [1, 2, 3]. Specifically, the network searched by our GAS with GGM
uses 11 large receptive field operations (denoted by green arrow) in the last four cells and the other methods only use 4 or 8
operations, respectively.

3) The final structure has sufficient cell-level diversity as we expected. On the contrary, the network search by GAS with
fully connected layer tends to use similar structures, for example, cell 7 is similar to cell 8 and 9, and cell 1 is similar to the
cell 2, 3 and 4.



0 1 2 3 4

10 11 12

5 96 7 8

13

conv3x3

sep conv3x3

dil2 conv3x3

dil4 conv3x3

dil8 conv3x3

none

max pooling3x3

skip connection

Figure 2. The network searched by our GAS with fully connected layer.
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Figure 3. The random searched network.

2. Multi-Scale Module Exploration

Methods mIoU (%) FPS
ASPP 72.4 108.4
PPM 72.5 114.1

Table 1. The performance for different multi-scale modules on the Cityscapes validation set.

When considering multi-scale features, we also try the PPM module in PSPNet [4], and our GAS achieves the similar
performance with faster speed on the Cityscapes validation set in Table 1.
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