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1. Frameworks for Different Downstream
Tasks

We first illustrate the frameworks of how to leverage
the Sketch-BERT on different sketch tasks in Fig. 1. For-
mally, a sketch is denoted as s = (s1, s2, . . . , sn) ∈ Rn×5,
sps ∈ Rn×2; sst ∈ Rn×3 represent position and state
parts for a sketch; the mask is defined as m ∈ {0, 1}n×5.
For different tasks, we use f∗(·) to represent the Sketch-
BERT model with different outputs. Sketch Gestalt. As
the Fig. 1(a) shows, for sketch gestalt, Sketch-BERT takes
a masked sketch in sequential type and then predicts the
masked parts. We denote the input as smask = sgt ·m,m;
for convenience, we also define the selection operation:
s[1 −m], s[m] as selected masked points and selected un-
masked points; Sketch-BERT model outputs the completed
sketch scomp = fges(smask,m), To train the Sketch-BERT
model on sketch gestalt, we utilize l1 loss for position val-
ues and cross entropy loss for state values, the loss functions
are shown in the following

Lps = ‖(spscomp − spsgt )[1−mps]‖1 (1)

Lst = CE(sstcomp[1−mst], sstgt[1−mst]) (2)
Lges = Lps + Lst. (3)

In test procedure, the predicted points will be com-
bined with the incomplete sketch from the input to get
the final completed output sketch. Sketch Recogni-
tion/Classification. Then, for sketch recognition task, we
add a [CLS] label to get the classification label at the same
position. The Sketch-BERT model will output the predicted
class label Tpred = fcls(s) and we define the true class la-
bel as T . We employ the standard cross entropy loss to
fine-tune the Sketch-BERT as shown in Fig. 1(b).

Lcls = CE(Tpred, T ) (4)

Sketch Retrieval. The framework for Sketch Retrieval
is more complicated, where three weight-sharing Sketch-
BERT models are used for extracting features for retrieval.

We define the query sketch, positive sketch and negtive
sketch as sq, sp, sn; the class label for sq, sp is defined as
Tp; Sketch-BERT will output a retrieval feature for each
input rs = fret(s); a further fully-connected layer for clas-
sification is defined as gcls(fret(s)). To train the model, we
employ both triplet loss and cross entropy loss as shown in
Fig. 1(c).

Ltri = max(0, ‖rsq − rsp‖2 − ‖rsq − rsn‖2 (5)
+margin) (6)

Lcls = CE(gcls(fret(sq)), Tp) (7)
+CE(gcls(fret(sp)), Tp) (8)

Lret = Ltri + Lcls (9)

where the margin is set to 1.

2. More Qualitative Examples for Sketch
Gestalt

In this section, we show more exam-
ples from 20 classes, bread,stethoscope,floor
lamp,cloud,shovel,guitar,tiger,crayon,violin,onion,banana,
flashlight,cake,camel,streetlight,ambulance,wine bot-
tle,diamond,helmet,hammer, for sketch gestalt task in
Fig. 2, 3, 4. There are 6 examples in each class and these
instances are a part of the sketches of the user study we
conduct further.

3. Quantitative Results for Sketch Gestalt Task

We conduct a user study to evaluate different models for
sketch gestalt task. 200 test sketches are sampled from 20
classes with 10 samples in each class. The results from dif-
ferent methods will be shown to 10 participants where each
participant is assigned test sketches from 6 class i.e., each
sketch result will be evaluated by three persons. Particu-
larly, we ask each participant to rank the results in three dif-
ferent levels (1) Result from Sketch-BERT is much better,
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(2)Results from Sketch-BERT and SketchRNN are almost
the same, (3) Result from SketchRNN is much better.

Models Preference Equal Preference(%)
Sketch-BERT 352 197 58.67 %
SketchRNN 51 197 8.50 %

Table 1. The results of user Study on sketch gestalt task.

We show the collected data in Tab. 1. Preference and
Preference (%) represent the number and percentage of the
participants choose the corresponding method. The Equal
number is the same for two methods since it means the
number of people who think two methods perform simi-
larly in their examples. We can find our Sketch-BERT has
a 58.67 % preference rate which is much higher than the
SketchRNN with 8.50%. It demonstrates the capacity of
our Sketch-BERT on such sketch gestalt task.
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Figure 1. Overview structures of Sketch-BERT for Sketch Gestalt, Sketch Recognition and Sketch Retrieval tasks.
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Figure 2. Part (a):Qualitative Results from 20 classes for Sketch Gestalt.
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Figure 3. Part (b):Qualitative Results from 20 classes for Sketch Gestalt.

5



540
541
542
543
544
545
546
547
548
549
550
551
552
553
554
555
556
557
558
559
560
561
562
563
564
565
566
567
568
569
570
571
572
573
574
575
576
577
578
579
580
581
582
583
584
585
586
587
588
589
590
591
592
593

594
595
596
597
598
599
600
601
602
603
604
605
606
607
608
609
610
611
612
613
614
615
616
617
618
619
620
621
622
623
624
625
626
627
628
629
630
631
632
633
634
635
636
637
638
639
640
641
642
643
644
645
646
647

CVPR
#4710

CVPR
#4710

CVPR 2020 Submission #4710. CONFIDENTIAL REVIEW COPY. DO NOT DISTRIBUTE.

Ground Truth Masked Input SketchBERTSketchRNN Ground Truth Masked Input SketchBERTSketchRNN Ground Truth Masked Input SketchBERTSketchRNN

Streetlight

Ambulance

Wine bottle

Diamond

Helmet

Hammer

Figure 4. Part (c):Qualitative Results from 20 classes for Sketch Gestalt.
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