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1. Frameworks for Different Downstream

Tasks

We first illustrate the frameworks of how to leverage
the Sketch-BERT on different sketch tasks in Fig. [T} For-
mally, a sketch is denoted as s = (s1, 82, ..,8,) € R"*5,
sP* € R"<2:;s% ¢ R™*3 represent position and state
parts for a sketch; the mask is defined as m € {0,1}"*5.
For different tasks, we use f.(-) to represent the Sketch-
BERT model with different outputs. Sketch Gestalt. As
the Fig. @ shows, for sketch gestalt, Sketch-BERT takes
a masked sketch in sequential type and then predicts the
masked parts. We denote the input as s,,45, = Sg¢ - ™, M;
for convenience, we also define the selection operation:
s[1 — m], s[m] as selected masked points and selected un-
masked points; Sketch-BERT model outputs the completed
sketch Scomp = fges(Smask, m), To train the Sketch-BERT
model on sketch gestalt, we utilize [; loss for position val-
ues and cross entropy loss for state values, the loss functions
are shown in the following

Lys = |[(stomp — sge)[1 —m™][l1 (D
Ly = C’E(sif,mp[l —m, sf}i[l -m)) ()
Lyes = Lps+ L. 3)

In test procedure, the predicted points will be com-
bined with the incomplete sketch from the input to get
the final completed output sketch. Sketch Recogni-
tion/Classification. Then, for sketch recognition task, we
add a [CLS] label to get the classification label at the same
position. The Sketch-BERT model will output the predicted
class label T)prcq = fas(s) and we define the true class la-
bel as T. We employ the standard cross entropy loss to
fine-tune the Sketch-BERT as shown in Fig.[T(b)}

Lcls = CE(TpTeda T) (4)

Sketch Retrieval. The framework for Sketch Retrieval
is more complicated, where three weight-sharing Sketch-
BERT models are used for extracting features for retrieval.

We define the query sketch, positive sketch and negtive
sketch as sg, s5p, 5,5 the class label for s4, s, is defined as
T},; Sketch-BERT will output a retrieval feature for each
input 7y = fre:(s); a further fully-connected layer for clas-
sification is defined as g.;s(fret(s)). To train the model, we
employ both triplet loss and cross entropy loss as shown in

Fig.

Ly = max(0,[rs, =7, ll2 = |rs, = 7s,ll2 (5)
+margin) (6)
Las = CE(geas(fret(sq)), Tp) 7
+CE(ges(fret(sp)), Tp) ®)
Liet = Liri+ Les )

where the margin is set to 1.

2. More Qualitative Examples for Sketch
Gestalt

In this section, we show more exam-
ples from 20 classes, bread, stethoscope,floor
lamp, cloud, shovel, guitartiger,crayon,violin,onion,banana,
flashlight,cake,camel, streetlight,ambulance,wine bot-
tle,diamond, helmet,hammer, for sketch gestalt task in
Fig. 21 Bl @] There are 6 examples in each class and these
instances are a part of the sketches of the user study we
conduct further.

3. Quantitative Results for Sketch Gestalt Task

We conduct a user study to evaluate different models for
sketch gestalt task. 200 test sketches are sampled from 20
classes with 10 samples in each class. The results from dif-
ferent methods will be shown to 10 participants where each
participant is assigned test sketches from 6 class i.e., each
sketch result will be evaluated by three persons. Particu-
larly, we ask each participant to rank the results in three dif-
ferent levels (1) Result from Sketch-BERT is much better,
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162
108 (2)Results from Sketch-BERT and SketchRNN are almost .
109 the same, (3) Result from SketchRNN is much better. 16n
110 o
m Models Preference | Equal | Preference(%) 1oo
112 Sketch-BERT 352 197 58.67 % .
s SketchRNN 51 197 850 % et
14 Table 1. The results of user Study on sketch gestalt task. 16
115 o
116 We show the collected data in Tab. [Il Preference and i
17 Preference (%) represent the number and percentage of the s
118 participants choose the corresponding method. The Equal 1
119 number is the same for two methods since it means the o
120 number of people who think two methods perform simi- e
121 larly in their examples. We can find our Sketch-BERT has e
122 a 58.67 % preference rate which is much higher than the b
123 SketchRNN with 8.50%. It demonstrates the capacity of e
124 our Sketch-BERT on such sketch gestalt task. 7o
e 180
e 181
o 182
oo 183
129 o
ot 185
131 I
132 b
e 188
134 o
o 190
e 191
137 .
oo 193
o 194
140 o
141 e
142 o
s 198
144 o
145 o
146 o
I 202
148 oo
- 204
e 205
o 206
152 20
or 208
154 oo
o 210
156 o
I 212
158 o
159 o
160 e
161



CVPR CVPR

#4710 #4710
CVPR 2020 Submission #4710. CONFIDENTIAL REVIEW COPY. DO NOT DISTRIBUTE.

216 270
217 271
218 272
219 273
220 274
221 Completed Sketch [ Reconstruction LOSS} 275
222 276
223 [ [ Cross Entropy Loss } 277
224 278
225 @ Sn-1 279
226 280
P A e e N e e o e ) B 281
228 Transformer Layer Transformer Layer 282
229 : : 283
230 Transformer Layer ] Transformer Layer 2o
231 285
232 é @ é 286
233 287
234 288
235 289
236 290
237 291
238 Masked Sketch Input Sketch 292
239 293
240 (a) Sketch-BERT for Sketch Gestalt (b) Sketch-BERT for Sketch Recognition 294
241 295
242 [ Cross Entropy Loss J 296
243 G 297
244 Softmax Layer } [ Triplet Loss } 298
245 299
246 300
247 Retrieval 301
248 302
29| o] [a][0] - [Prd @] (2] Lo (o] [] - [ [20] Con) (o] (o] - [ (o] (2] 208
22? Transformer Layer Transformer Layer Transformer Layer 23:
252 : 5 5 306
253 Transformer Layer Transformer Layer Transformer Layer 307
= lgma- @@@ i @@@ I aa@ -
255 309
256 [ReY[SUJ[ S| e [Seef [Sneaf | Se ] [REUS [ S2 | e [Sncof [Saa [ S ] R[S S ] e 310
257 311
258 312
259 Positive Sketch Negative Sketch 313
260 314
261 (c) Sketch-BERT for Sketch Retrieval 315
262 316
263 317
264 318
265 Figure 1. Overview structures of Sketch-BERT for Sketch Gestalt, Sketch Recognition and Sketch Retrieval tasks. 319
266 320
267 321
268 322
269 323



CVPR

CVPR
#4710

#4710

CVPR 2020 Submission #4710. CONFIDENTIAL REVIEW COPY. DO NOT DISTRIBUTE.

378
379
380
381
382
383
384
385
386
387
388
389
390
391
392
393
394
395
396
397
398
399
400
401
402
403
404
405
406
407
408
409
410
411

324
325
326
327
328
329
330
331
332
333
334
335
336
337
338
339
340
341
342
343
344
345
346
347
348
349
350
351
352
353
354
355
356
357
358
359
360
361
362
363

7N

S\,

P

(v

)

N,

412
413
414
415
416
417

418
419
420
421
422
423
424

Al
i

\

-
o

/‘\/

300y

AN
2

RN

-y

i

U

(2 1A

p
BN
X

(

W a
,&F

=

Stethoscope

Floor lamp

G0

g

~
[

l\_/\ '

L)

/

Cloud

PN

)

("

Ground Truth  Masked Input  SketchRNN  SketchBERT Ground Truth  Masked Input SketchRNN  SketchBERT Ground Truth  Masked Input SketchRNN  SketchBERT

Tiger

364
365
366
367
368
369
370

425
426
427
428
429
430
431

Figure 2. Part (a):Qualitative Results from 20 classes for Sketch Gestalt.
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Figure 4. Part (c):Qualitative Results from 20 classes for Sketch Gestalt.
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