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In this supplementary material we elaborate on imple-
mentation details of our network architecture, as well as
show extended results for our human matting method and
its applications.

1. Network Architecture

The proposed method is composed of three subnet-
works. Mask prediction network estimates the coarse se-
mantic mask, quality unification network unifies the pre-
dicted coarse mask, and matting refinement network pre-
dicts the final alpha matte. The network structure details
corresponding to these three networks are listed in Table 1,
Table 2 and Table 3 respectively.

2. Dataset with Hybrid Annotations

In Fig. 1, we present more examples to illustrate our hy-
brid annotated dataset. The coarse annotated dataset is not
well labelled, with only rough outlines marked, especially
at the human hair regions. In contrast, the fine annotated
dataset is annotated at very detailed level.

3. Experimental Results

3.1. More Qualitative Results

In Fig. 2, we demonstrate more results on our human
matting testing dataset. The semantic segmentation method
DeepLab [1] only predict coarse mask and lack fine details.
SHM [2] is trained using high quality data only, and suffers
from inaccurate semantic information estimation when data
is insufficient. We also train the proposed method with fine
annotated dataset only and observe similar phenomenon.
The close-form matting [4] takes in extral trimap input and
performs well for most images, but presents inaccurate hair
details. The proposed method and DIM [6] perform best.
The visual quality looks very close. Note that our proposed

method only takes in input images, while DIM requires high
informative trimaps as extra input.

3.2. More Real Image Results

In Fig. 3, we show more results on real images. Benefit-
ing from the sufficient training on our hybrid dataset, the
proposed method captures the semantic information well
for different kinds of input images and predicts accurate al-
pha matte at a detailed level.

4. More Refinement Applications
We display more application results in Fig. 4. We utilize

the proposed method to refine coarse human annotations
from COCO [5], Pascal [3] dataset, as well as DeepLab [1]
segmentations. After refinement, the quality of masks im-
proves significantly with regard to the initial ones.
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Mask Prediction Network
Operation Output size

input 192× 160× 3
conv+BN+ReLU 192× 160× 32

conv+BN+ReLU+Maxpooling 96× 80× 32
conv+BN+ReLU 96× 80× 64

conv+BN+ReLU+Maxpooling 48× 40× 64
... ...

conv+BN+ReLU 12× 10× 256
conv+BN+ReLU+Maxpooling 6× 5× 256

conv transpose+BN+ReLU 12× 10× 256
conv+BN+ReLU 12× 10× 256

conv transpose+BN+ReLU 24× 20× 256
conv+BN+ReLU 24× 20× 128

... ...
conv transpose+BN+ReLU 192× 160× 32

conv+BN+ReLU 192× 160× 32
conv 192× 160× 1

Table 1: Network details of mask prediction network.

Quality Unification Network
Operation Output size

input 192× 160× 4
conv+BN+ReLU 192× 160× 32

conv+BN+ReLU+Maxpooling 96× 80× 32
conv+BN+ReLU 96× 80× 64

conv+BN+ReLU+Maxpooling 48× 40× 64
Residual block 48× 40× 64
Residual block 48× 40× 64
Residual block 48× 40× 64

conv transpose+BN+ReLU 96× 80× 64
conv+BN+ReLU 96× 80× 32

conv transpose+BN+ReLU 192× 160× 32
conv+BN+ReLU 192× 160× 32

conv 192× 160× 1

Table 2: Network details of quality unification network.
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Matting Refinement Network
Operation Output size

input 768× 640× 3
conv+ReLU 768× 640× 32

conv+ReLU+Maxpooling 384× 320× 64
conv+ReLU 384× 320× 64

conv+ReLU+Maxpooling 192× 160× 128
coarse alpha+conv+ReLU+concat 192× 160× 192

conv+ReLU 192× 160× 256
conv+ReLU+Maxpooling 96× 80× 256

... ...
conv+ReLU 48× 40× 256

conv+ReLU+Maxpooling 24× 20× 256
conv transpose+ReLU 48× 40× 256

conv+ReLU 48× 40× 256
conv transpose+ReLU 96× 80× 256

conv+ReLU 96× 80× 128
... ...

conv transpose+ReLU 768× 640× 32
conv+ReLU 768× 640× 32

conv 768× 640× 4

Table 3: Network details of matting refinement network.



Figure 1: More images of our hybrid annotated dataset.



(a) Image (b) Deeplab (c) Close-form (d) DIM (e) SHM (g) Ours(fine data) (h) Ours (i) Alpha-GT

Figure 2: More visual comparison results on testing dataset (Best viewed in PDF with zoom).



Figure 3: More results on real images (Best viewed in PDF with zoom).



Figure 4: Using the proposed method to refine coarse human mask from COCO [5] dataset annotations,
Pascal [3] dataset annotations and DeepLab [1] output (Best viewed in PDF with zoom).


