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A Additional qualitative results
In the figures below, we include additional examples of our O-VITON virtual try-on method, both for a single garment

(Fig.1) and two garments scenarios (Fig.2).
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Figure 1: Our O-VITON virtual try-on results for pants: Each row shows the reference garment rendered on the query image for with
(online) and without (feed-forward) the online optimization step. The feed-forward approach is able to accurately render solid patterns,
however, for more complex textures (e.g. dots, stripes, etc.) the online texture optimization approach produces far better results.
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Figure 2: Qualitative results for rendering two garments simultaneously: Our method effectively renders natural looking boundaries
between the garments.



B Ablation study for spatial perturbations during shape generator train phase
In Sec.3.2.2 we described the train phase of the shape generation network Gshape, Dshape, Eshape. This phase includes

an augmentation step that decouples the shape and pose of the body from the garment’s silhouette. This is enable the network
to deal with large shape variations between the query and reference images. We apply a method similar to [1], that spatial
perturbs each slice s(·, ·, c) of the segmentation map s, using a random affine transformation. Here we add an ablation study
that demonstrates the contribution of this step using both qualitative (Fig.3) and quantitative results (Table 1).

FID ↓ IS ↑ Human ↓
Tops

O-VITON (w.o. SP) 35.95 2.87±0.05 94%± 2%
O-VITON 16.63 3.02± 0.073.02± 0.073.02± 0.07 -

Single garment
O-VITON (w.o. SP) 27.72 3.28±0.07 81%± 2%

O-VITON 20.47 3.61± 0.093.61± 0.093.61± 0.09 -
Two garments

O-VITON (w.o. SP) 30.52 3.42±0.12 95%± 1%
O-VITON 28.52 3.51± 0.083.51± 0.083.51± 0.08 -

Table 1: Quantitative evaluation for the spatial perturbation (SP) step: The columns (left to right) show the results for the
FID, IS and Human study scores respectively, for the scenarios of tops, single and two garment/s. A significant importance
is shown with the spatial perturbation (SP) step.
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Figure 3: The importance of the spatial perturbation step: using this step the network is able to better deal with large pose variations
between the query and reference images.



C Additonal failure cases
Here we present additional failure cases of two-garment virtual try-on that where mainly caused by significant pose

differences.
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Figure 4: Failure cases of two-garments virtual try-on.
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