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1. SKU110K-R

Popular object detection sets include ILSVRC [1], PAS-
CAL VOC [3] detection challenges, MS COCO [6] and
the very recent Open Images v4 [5]. None of these
provides scenes with packed items. A number of recent
benchmarks emphasize crowded scenes, but are designed for
counting, rather than detection [4]. SKU110K is a new
dataset proposed by Goldman [4] which focus on retail
environments. The images were collected from thousands of
supermarket stores around the world. It is characterized by
densely packed and slightly oriented items. Each instance is
annotated with a horizontal bounding box.

On the basis of SKU110K, we propose an extensive
variant, namely SKU110K-R, of which each instance is
annotated by an oriented bounding box. In the original
SKU110K, the orientation angle ranges mainly in [-15◦,
15◦]. To enrich the orientation, we further do some rotation
augmentation from 6 angles (-45◦, -30◦, -15◦, 15◦, 30◦

,45◦). Fig. 1 shows the statistics of orientation distribution
of instances in SKU110k and SKU110K-R. To be compatible
with the setting of CenterNet, we use a tuple(cx,cy,w,h,θ)
to depict a oriented bounding box. cx,cy are the coordinates
of the center point. w,h are the width and height of the
object and θ is the orientation angle. Note that we start
with y-axis, positive in clockwise direction and negative in
counterclockwise direction. All the angles ranges from -90◦

to 90◦.
We have a professional and skilled labeling team re-

sponsible for annotating oriented bounding boxe for each
instance. To maintain consistent with original dataset, there
is no bounding box added or deleted during the annotation
process, so each oriented bounding box of SKU110K-R
has a corresponding horizontal bounding box of SKU110K.
Fig. 2 shows some examples with annotated oriented and
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(a) SKU110K

(b) SKU110K-R

Figure 1. Statistics of orientation distribution of SKU110K and
SKU110K-R. Y axis represents the number of instance and X axis
represents the orientation angle.
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Figure 2. Some sample images from SKU110K. The images in top row are annotated with horizontal bounding boxes while the images in
bottom row are with oriented bounding boxes.

horizontal bounding boxes.

2. Implementation Details
CenterNet†. The framework of CenterNet† is shown in
Fig. 3. The main difference from original CenterNet is that
we insert a deformable center pooling layer [2] between
backbone and heads. Center pooling layer is proposed
in [2], and we replace the standard convolution layer with
deformable convolution layer.
CenterNet-4point†. The only difference from CenterNet† is
that we regress the four corners of oriented bounding boxes
directly instead of regressing the width and height of objects.

3. Visualization Results
We visualize two examples of attention map in FSM. The

attention map guides the model to adjust the kernel. Fig. 4
illustrates two attention maps. Note that we only plot the
attention map at the regions where the predict scores on
heatmaps are larger than 0.05. Wathet blue, orange red,
green and blue are responsible for kernel with 3× 1, 5× 1,
1×3 and 3×3, respectively. In (a), the majority of objects are

“Large vehicle“ and with slender shape. Correspondingly,
the kernel shapes in (a) for each object are 3 × 1(wathet
blue) and 5 × 1(orange red). In (b), most objects belong
to category “swimming pool“ and of which the shapes are
likely with square or flat. Correspondingly, the kernels are
with 1× 3(green) and 3× 3(blue).
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Figure 3. The overall framework of CenterNet†. We insert deformable center pooling layer between backbone and heads.

(a) (b)

Figure 4. Illustrations of attention maps in FSM.
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