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In this supplementary material, we present several qual-
itative results on recipe videos of the YouCook?2 dataset in
addition to the ones presented in Figure 4 and Figure 5 of
the main paper. In the results, we show the coverage of the
selected frames regarding our method and the competitors,
i.e., SSFF [2] and FFNet [1]. For each result, we also report
the annotated segments.

The results presented in Figure | show that the decelera-
tion profile of our method matches the annotated segments
of the video. Note that several of the emphasized regions
are not perfectly aligned to the ground-truth data. However,
it is worth mentioning that there is an emphasized region for
each annotated segment of the recipe. The competitors, on
the other hand, could not provide the same result.

Even though the FFNet method had been trained in this
domain (i.e., using the annotation provided by the dataset),
it was capable of only emphasizing a small portion of the
annotated segment starting around the frame 3,000. Re-
garding the SSFF coverage, it is noteworthy the amount
and magnitude of temporal gaps in the frame selection. As
pointed before, temporal gaps usually lead to visual discon-
tinuity in the final video. One example is the annotated seg-
ment starting around the frame 6,000, the frame selection
of our method emphasized three large segments, while the
SSFF skipped almost the entire segment.

Figure 2 depicts the coverage of the selected frames com-
posing the accelerated video generated by our methodology
and the two competitors regarding the annotated segments.
We can observe that between frames 4,000 and 4,400, both
SSFF and our method decelerate. In the video used in this
experiment, the segment portrays the final dish. Since the
visual content of the final dish comprises much of the visual
content from the recipe’s ingredients, it is expected that our
method might interpret such frames as relevant — the SSFF
method assigned relevance due to the presence of kitchen-
related objects. The SSFF method results show more accen-
tuated gaps between frames, resulting in a visual disconti-

nuity in the final video. It is noteworthy that even though
FFNet had been trained using the ground truth annotations
from the training dataset, the method failed to emphasize
frames that contain the recipe instructions.

In Figure 3, when analyzing the first ground truth seg-
ment (GT) of the video, we can visualize that our method
was able to emphasize frames in both ends of the segment,
but not in the segment itself. By analyzing this annotated
portion in the original video (see Figure 3-bottom), we see
that the frames where our method decelerates, i.e., those
surrounding the ground truth segment, depict the actual step
of the recipe. On the other hand, the frames included in the
ground truth segment itself do not visually represent the in-
struction, since they are mainly composed of the executor in
close-up. We argue that the densely sampled region of the
SSFF method can be explained by the frames inside the GT
segment having some visual clues that may lead the YOLO
extractor to associate them to the kitchen environment, e.g.,
microwave, bowl, sink, spoon, efc.

The third and fourth ground truth segments of the video
are annotated as spaced actions, as showed in Figure 3;
however, in the original video, they are presented as consec-
utive frames in a non-cut video clip. The results show that
our method emphasizes the entire segment. The SSFF also
performed a dense sampling in these segments; however, it
is due to the presence of the oven and the object misclassifi-
cation of the pan as a bowl. It is worth noting that the SSFF
method only analyzes the presence of the relevant objects in
the scene. In contrast, our method relates visual information
of the frames and text from the input instructions document.
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Figure 1. Qualitative results for the compared methodologies in the video for the recipe “Beef Bourguignon” from the YouCook2 dataset.
The vertical bars inside the rectangles indicate the selected frames for each method. GT stands to ground truth, and the contiguous black
blocks indicate the annotated video segment. The competitors used in our experiments are SSFF and FFNet. In general, our selected frames
match most frames from ground truth data.

Recipe: Adfi some Ch(.)p ped Add in red pepper Season it with salt
white onions in a pan Add a spoon of water.
Hash browns . and sweet potatoes. and black pepper.
under medium heat.

Sample frames
from labeled segments
on the instructional video

GT

Ours

SSFF

reer |
1000 2000

eV
000 4000 5000

Figure 2. Qualitative results for the compared methodologies in the video for the recipe “Hash Browns” from the YouCook?2 dataset. The
vertical bars inside the rectangles indicate the selected frames for each method. GT stands to ground truth, and the contiguous black
blocks indicate the annotated video segment. The competitors, SSFF and FFNet, present a poor frame selection in terms of GT coverage
in comparison to ours.
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Figure 3. Qualitative results for the compared methodologies in one of the videos for the recipe “Pasta e Fagioli” from the YouCook?2
dataset. The vertical bars inside the rectangles indicate the selected frames for each method. GT stands to ground truth, and the contiguous
black blocks indicate the annotated video segment. The competitors used in our experiments are SSFF and FFNet. Analyzing the SSFF
frame sampling, we notice the temporal gaps resulted from the adaptive frame sampling performed by this technique. The highlighted
region in (b) shows that, in the first annotated segment, only the very beginning and the final of this segment shows the recipe. The
majority of the frames shows a close-up of the instructor narrating details and curiosities about the original Italian recipe.



