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Supplementary Material

A. Visualization
To have an intuitive understanding of our models, we

visualized the unsupervised learn features on the test set
of ModelNet40 in Figure 1. The features are mapped to
2D space by applying t-SNE [4]. We see features from
different categories are naturally separated without explicit
supervision, which reflects the strong discriminative power
of our representation.
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Figure 1: Visualization of unsupervisedly learned representations
on the test set of ModelNet40 using t-SNE. Best viewed in color.

B. Network Configuration Details
We first present the details of the single-scale grouping

PointNet++ [5] used in our experiments. To improve the
efficiency of the original PointNet++, we divide the multi-
layer perceptron (MLP) used in each set abstraction (SA)
layer of PointNet++ into two fully connected layers and use
them before and after the aggregation operation, which can
reduce more than 50% computational cost compared to the
original SSG model. The details of the new SSG-SA layer is
presented in Table 1.

For clearness, we use the following notations to describe
the layer and corresponding setting format:

• SSG-SA(N , K, r, [Cin, Cmid, Cout]) is a single-scale
grouping set abstraction layer with N local regions of

Table 1: The detailed architecture of our SSG-SA layer. Cin, Cmid

and Cout are the channel widths. Nin and Nout are the numbers of
input and output points. K is the number of sampled neighboring
points.

input size layer type output size

(Nin, Cin) Ball Query (Nout, Cmid, K)
(Nout, Cmid, K) Conv+BN+ReLU (Nout, Cmid, K)
(Nout, Cmid, K) Max Pooling (Nout, Cmid)

(Nout, Cmid) Conv+BN+ReLU (Nout, Cout)

ball radius r and the number of sampled neighboring
points K using channel with configuration [Cin, Cmid,
Cout].

• MLP([C1, ..., Cd]) is a d− 1 layer multi-layer percep-
tron with channel width C1, ..., Cd.

The overall network architecture used in our experiments
is summarized in Table 2, where M is the channel width
multiplier. We use the same hyper-parameters of SA layers
as [3].

For experiments based on Relation-shape CNN [3], we
use the SSG version of this model following the official
implementation.

C. Experiment Details

ScanNet Experiments: ScanNet [1] is a richly annotated
dataset of 3D reconstructed meshes of indoor scenes, which
contains 1513 scanned and reconstructed scenes. To obtain
the 3D object classification dataset from the original Scan-
Net annotations, we use the instance segmentation labels
to extract point clouds of each instances from the complete
scenes. We use the ScanNetV2 annotations and splits for
training and evaluation, where there are 1201 and 312 scenes
for training and testing respectively. Following [2], we select
objects from 17 categories. 12060 and 3416 objects are ex-
tracted as the training and testing sets for object classification
task.



Table 2: The detailed architecture of our SSG PointNet++ model and the auxiliary networks with channel width multipler M .

input input size layer type output size output name

backbone network
points (1024, 3) SSG-SA(512, 48, 0.23, [3, 64M , 128M ]) (512, 128M ) sa1

sa1 (512, 128M ) SSG-SA(128, 64, 0.32, [3, 128M , 512M ]) (128, 512M ) sa2
sa2 (128, 512M ) MLP([512, 1024]) + Max Pooling (1, 1024M ) sa3

prediction networks
sa1 (512, 128M ) MLP([128M , min(128M , 512), 512]) (512, 512) pred1
sa2 (128, 512M ) MLP([512M , 512, 512]) (128, 512) pred2
sa3 (1, 1024M ) MLP([1024M , 512, 512]) (1, 512) pred3

aggregated representation
pred1, pred2, pred3 - Max Pooling + Concatenation (1, 1536) agg

self-reconstruction networks
agg (1, 1536) MLP([1536 + 2, 512, 256, 3]) (1024, 3) recon_mid

agg, recon_mid (1024, 1539) MLP([1536 + 3, 512, 256, 3]) (1024, 3) recon

normal estimation networks
agg, points (1024, 1539) MLP([1536 + 3, 512, 256, 3]) (1024, 3) normal

Linear SVM: We use the linear SVM classifier provided
by scikit-learn library1 to evaluate the unsupervised learn-
ing algorithms. We use the default parameters in all our
experiments. We only extract one feature for each object to
form the training and evaluation data. Data augmentation
techniques are not used to train the linear SVM.
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