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1. Results on Cityscapes test
We submit our best model trained on Cityscapes train-

val for online evaluation on the Cityscapes benchmark [2].
Table 1 shows the results. We achieve considerably better
test results (1.7 pp mIoU MO at mid-term) which indicates
absence of bias towards the validation set.

Short-term Mid-term
model train eval All MO All MO

F2MF-DN121 train val 69.6 67.7 57.9 54.6
F2MF-DN121 train+val test 70.2 68.7 59.1 56.3

Table 1. Forecasting on Cityscapes test outperforms the validation
mIoU accuracy presented in the main paper.

2. Per-class results
Table 2 shows per-class accuracies (IoU) of four F2MF

models and two oracles. The two sections are dedicated to
models based on ResNet-18 and DenseNet-121. Each sec-
tion first presents the oracle and then compares it to short-
term and mid-term forecasts. The last eight classes in the ta-
ble represent moving objects. We do not show F2M and F2F
forecasts since they are almost always worse than F2MF.

We observe that all forecasting models achieve the low-
est accuracy on the class pole. Forecasting poles is hard
since their elongation is perpendicular to the motion: even
a small displacement can miss an entire object. Thus, our
F2MF models often opt to entirely omit some poles in order
to avoid double punishment (mIoU counts both false posi-
tives and false negatives). This can be confirmed by com-
paring incidence of pole pixels in oracle prediction (1.14%),
with the corresponding statistics in short-term (1.00%) and
mid-term (0.69%) forecasts. Among the moving object
classes, persons cause the largest performance deteriora-
tion: 14.7 mIoU pp for short-term and 31.8 mIoU pp for
mid-term period. This indicates that our F2MF models
find person motion much less predictable than the motion
of vehicles. People assume different motion styles and
cause considerable (dis-)occlusion especially since they of-
ten move in groups. Their vertical elongation leads to simi-
lar problems as in the case of poles. These facts make fore-
casting of future person locations and poses quite challeng-
ing.

We also observe a somewhat unexpected finding. A
short-term forecast of the ResNet-based model for the class
truck outperforms the oracle for 5pp mIoU (cf. Table 2,
section RN-18). This result should be taken with a grain of
salt, since there are only 120 truck instances in Cityscapes
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Oracle RN-18 97.5 81.6 90.7 50.1 53.4 56.1 60.3 70.8 90.9 60.9 92.9 75.9 53.0 93.2 67.4 84.4 72.0 54.5 71.7 72.5
F2MF w/o d.a. short-term 96.3 74.9 87.8 50.4 50.6 40.0 53.0 59.9 87.7 56.6 89.3 61.2 45.5 87.6 72.1 78.1 65.8 52.3 62.1 66.9

F2MF w/o d.a. mid-term 94.1 64.5 81.8 46.8 45.2 19.1 35.5 40.9 80.9 50.6 82.8 44.1 27.9 76.6 67.3 68.5 49.0 38.7 46.6 55.9

Oracle DN-121 97.8 82.9 91.8 60.1 59.4 59.8 65.0 74.2 91.4 62.0 93.5 78.2 58.4 94.2 80.8 85.0 68.9 61.6 73.8 75.8
F2MF w/ d.a. short-term 96.7 76.5 89.0 57.8 56.5 44.2 57.5 63.9 88.5 59.0 90.4 64.7 49.8 88.8 77.5 81.3 63.2 50.5 65.2 69.6

F2MF w/ d.a. mid-term 94.6 66.4 83.0 50.6 49.9 19.2 38.4 42.9 81.9 51.5 83.6 45.9 30.5 78.4 71.1 73.1 47.6 41.0 48.8 57.9

Table 2. Per-class results (IoU) on Cityscapes val for models based on ResNet-18 and DenseNet-121. Only DenseNet-based F2MF models
are trained with data augmentation in order to show the full spectrum of achievable performance.
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