AP  APsy AP35 | AP, AP, APy

Ours 28.85 42.69 31.10 | 17.71 30.84 36.70

Model AP AP, AP. AP,
Challenge Baseline 30.1 193 31.8 323
+SE154 3] 30.8 19.7 322 334
+Openlmage Data 314 215 331 333
+Multi-scale box testing 323 205 347 342
+RS Ensemble+Expert Model | 35.1 248 37.5 36.3
+Multi-scale mask testing 364 255 38.6 38.1

Table 1: Experiment results of different tricks on LVIS v0.5
val set. RS Ensemble stands for Re-scoring Ensemble.

Appendix A. Details of LVIS Challenge 2019

With equalization loss, we ranked Ist entry on LVIS
Challenge 2019. In this section, we will introduce details
of the solution we used in the challenge.

External Data Exploiting Since LVIS is not exhaustively
annotated with all categories and the annotations for long-
tailed categories are quite scarce, we utilize additional pub-
lic datasets to enrich our training set. First, we train a Mask
R-CNN on COCO train2017 with 115k images and then
fine-tune our model with equalization loss on LVIS. Dur-
ing fine-tuning, we leverage COCO annotations of bound-
ing boxes as ignored regions to exclude background propos-
als during sampling. Moreover, we borrow ~20k images
from Open Images V5 which contains shared 110 categories
with LVIS and use the bounding boxes annotations to train
the model.

Model Enhancements We achieve our challenge base-
line by training ResNeXt-101-64x4d [5] enhanced by de-
formable convolution [1]] and synchronized batch normal-
ization [4]], along with equalization loss, repeat factor sam-
pling , multi-scale training and COCO exploiting, which
lead to 30.1% AP on LVIS v0.5 val set. We apply multi-
scale testing on both bounding box and segmentation results
and the testing scale ranges from 600 to 1400 with step size
of 200. We train two expert models on train set of COCO
2017 and Open Images V5 respectively and then evaluate
them on LVIS val set to collect the detection results of
shared categories. Though our method improves the perfor-
mance of long-tailed categories a lot, the prediction scores
for these categories tend to be smaller than frequent ones
due to the lack of positive training samples, which leads to
degeneration of AP, in ensemble. To keep more results for
rare and common categories, we employ a re-score ensem-
ble approach via improving the scores of these categories.

Our road map is shown in[I] With those enhancements,
we achieve 36.4 and 28.9 Mask AP on val and test set
respectively which is demonstrated in Table [2]
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