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A. Evaluation Metrics

We adopt the Fréchet Point Cloud Distance (FPD)' to
evaluate the point cloud quality in addition to the Cham-
fer Distance. Similar to FID, FPD can be considered as
the probability measurement between the real and fake re-
sults, where it calculates the Gaussian measurement on the
point features. Specially, we extracted the global features
(1808-dimension) obtained from a point classification mod-
ule with an accuracy of 98%. We show quantitative compar-
ison on FPD evaluation in Table 1. Here we only calculate
FPD on 2048 points since it is not practical to calculate the
covariance matrix for a larger point size. The lowest FPD
value in Table 1 demonstrates that our generated outputs
obtain more realistic probability measurements than other
approaches, which verifies the effectiveness of the joint op-
timization on the adversarial loss and reconstruction loss.

Dataset Methods

PCN [4] | TopNet [3] | Ours
Ours 791 943 5.21
TopNet 7.58 9.47 5.84

Table 1. FPD comparison among different methods. The lower the
better.

Cat. [ Pla. [ Cab. | Car [ Cha | Lam. | Sof. [ Tab. | Ves.
mioU (%) | 35.09 | 167 | 10.54 | 2.90 | 386 | 432 | 2.62 | 27.02

Table 2. Mean IoU (mloU) for each category.

B. Explanation of Mean Shape

Mean shapes are used as a good initialization for the iter-
ative refinement on the point features. We quantify the dis-
tinctions between the mean shapes and the testing data for
each category by calculating mean IoU [1]. Table 2 shows
large distinctions for all categories since majority of val-
ues are very small. Although airplane has the highest IoU,

lhttps://qithub.com/seowok/TreeGAN

the intersection only occupies around 1/3 of the whole ob-
ject. We set the resolution of voxels to be 48 and 0.5 as the
threshold when calculating the mean IoU.

C. Network Architecture Details

We illustrate the details of coarse reconstruction, dense
reconstruction and discriminator in this section.

The coarse reconstruction stage consists of three fully-
connected layers with the size of 1024, 1024 and 1536 units
and a reshaping operation to obtain 512 x 3 points. For the
lifting module in the dense reconstruction stage, a shared
MLPs block with {128, 64} neurons is used to transfer f; to
the feature of size 64. C(+) and Cg(+) are two MLPs blocks
with {64,128} and {64} neurons, respectively. Finally we
take another MLPs block which has {512,512, 3} neurons
to obtain the complete points. ReLU activation is used for
all the convolution layers except for the last one.

Our discriminator consists of patch selection, hierarchi-
cal feature integration and value regression.

Patch selection. Similar with PointNet++ [2], we first
sample 256 seed points by FPS from the complete point
sets. We then adopt the ball query method to find points
(an upper limit number of K is set) that are within a radius
to the seed points. The three radii are {0.1,0.2,0.4} and the
corresponding K's are {16, 32, 128}.

Hierarchical feature integration. The inputs are 256 lo-
cal regions of points with the data size of 256 x K x 3.
Three shared MLPs blocks with {16, 16, 32}, {32, 32,64}
and {32, 48,64} neurons followed by a max-pooling oper-
ation are used to extract locally global point features. The
output is the concatenation of three features with the size of
256 x 160.

Value regression. The confidence scores for each local
patch are regressed by a MLP with one single neuron. The
output data size is 256 x 1.


https://github.com/seowok/TreeGAN

D. More Qualitative Results

We show more qualitative results for different resolu-

tions on our created datasets in Figures 1 - 2. Figure 3
shows more qualitative results for the dataset of PCN, in
which the resolution of output is 16,384. Figures 4 - 5 show
the qualitative results for the occluded dataset. Various ex-
periments demonstrate that our method obtain more details
and the output points are more evenly distributed.
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Figure 1. Qualitative comparison results with different resolutions on our created dataset (1/2).
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Figure 3. Qualitative comparison results on the dataset of PCN. The resolutions of output and ground truth are 16,384.
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Figure 4. Qualitative comparison results for the occluded dataset. We show different results for three occlusion ratios: 20%, 50% and 70%.
The resolutions of output and ground truth are 2048 (1/2).
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Figure 5. Qualitative comparison results for the occluded dataset. We show different results for three occlusion ratios: 20%, 50% and 70%.
The resolutions of output and ground truth are 2048 (2/2).



