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1. Detail results on PASCAL VOC dataset
We show the comparison results in Table A, B and C. The bottom parts of Tables show the AP results of each category for

our proposed webly supervised object detection (WebSOD) and its variants under the three different novel/base class splits.

Table A. Object detection performance (AP) for the 1st split of the novel and base categories on the PASCAL VOC 2007 dataset.
Novel Base

Methods bird bus cow mbike sofa mean aero bike boat bottle car cat chair table dog horse person plant sheep train tv mean
ZAOD [3] 17.8 42.9 20.3 43.8 37.3 32.4 40.6 30.1 15.9 6.4 40.5 31.5 11.4 27.4 15.7 24.1 8.9 12.2 17.7 32.1 31.0 23.0
WSDDN [1] 31.5 64.5 35.7 55.6 40.7 45.6 39.4 50.1 16.3 12.6 42.8 42.6 10.1 24.9 38.2 34.4 9.4 14.7 30.2 54.7 46.9 31.6
ZLDN [5] 50.1 62.7 57.8 68.2 56.1 58.9 55.4 68.5 16.8 20.8 66.8 56.5 2.1 47.5 40.1 69.7 21.6 27.2 53.4 52.5 58.2 43.8
WSOD2 [4] 61.5 73.4 71.9 71.4 60.9 67.8 68.2 70.7 42.3 28.0 69.3 52.3 32.7 42.8 57.9 73.8 25.5 29.2 61.6 56.5 70.7 52.1
Few Shot [2] 30.0 62.7 43.2 60.6 39.6 47.2 65.3 73.5 54.7 39.5 75.7 81.1 35.3 62.5 72.8 78.8 68.6 41.5 59.2 76.2 69.2 63.6
Base WebSOD 50.1 61.9 78.1 56.2 45.0 58.3 66.6 73.7 59.7 60.1 78.0 85.0 44.8 63.0 79.5 75.6 75.4 41.1 73.1 76.0 62.8 67.6
WebSOD + ACL 52.5 63.3 79.5 58.3 48.7 60.5 67.4 76.3 61.0 60.7 80.0 82.9 46.1 61.9 81.0 78.7 75.7 45.5 74.2 77.6 65.9 69.0
WebSOD + ACL + FT 56.6 60.9 73.9 54.8 44.8 58.2 78.9 83.7 67.6 67.0 83.9 86.0 54.2 70.9 81.8 84.1 77.6 48.7 78.7 81.0 74.9 74.6
WebSOD + ACL + RFR 56.8 66.2 80.3 57.3 48.2 61.8 69.9 76.2 61.0 60.6 82.9 84.6 48.7 64.4 82.5 80.8 76.5 46.0 76.6 80.8 68.8 70.7
Fully Supervised 79.1 86.1 85.8 84.8 79.8 83.1 79.4 85.7 72.0 68.4 87.7 88.4 63.0 71.0 87.8 86.9 82.3 52.1 82.1 87.1 76.9 78.1

Table B. Object detection performance (AP) for the 2nd split of the novel and base categories on the PASCAL VOC 2007 dataset.
Novel Base

Methods aero bottle cow horse sofa mean bike bird boat bus car cat chair table dog mbike person plant sheep train tv mean
ZAOD [3] 40.6 6.4 20.3 24.1 37.3 25.7 30.1 17.8 15.9 42.9 40.5 31.5 11.4 27.4 15.7 43.8 8.9 12.2 17.7 32.1 31.0 25.3
WSDDN [1] 39.4 12.6 35.7 34.4 40.7 32.6 50.1 31.5 16.3 64.5 42.8 42.6 10.1 24.9 38.2 55.6 9.4 14.7 30.2 54.7 46.9 35.5
ZLDN [5] 55.4 20.8 57.8 69.7 56.1 51.9 68.5 50.1 16.8 62.7 66.8 56.5 2.1 47.5 40.1 68.2 21.6 27.2 53.4 52.5 58.2 46.1
WSOD2 [4] 68.2 28.0 71.9 73.8 60.9 60.6 70.7 61.5 42.3 73.4 69.3 52.3 32.7 42.8 57.9 71.4 25.5 29.2 61.6 56.5 70.7 54.5
Few Shot [2] 43.2 13.9 41.5 58.1 39.2 39.2 74.1 63.8 52.0 75.5 77.6 81.8 35.6 57.9 68.2 77.6 68.0 37.9 62.4 76.9 71.3 65.4
Base WebSOD 50.0 9.3 80.5 75.9 45.3 52.2 72.2 74.3 58.8 83.0 83.2 84.2 41.9 63.1 82.2 73.5 75.4 41.8 75.9 78.5 63.3 70.1
WebSOD + ACL 52.8 10.3 80.8 74.3 46.9 53.0 74.5 74.4 62.1 81.9 85.0 87.0 45.2 64.2 81.4 74.0 75.5 42.8 76.9 78.4 64.6 71.2
WebSOD + ACL + RFR 53.5 10.6 81.2 74.4 50.2 54.0 76.4 75.3 61.6 81.7 86.0 87.5 48.2 64.9 82.9 76.5 76.1 43.6 78.0 80.8 67.5 72.5
Fully Supervised 79.4 68.4 85.8 86.9 79.8 80.6 85.7 79.1 72.0 86.1 87.7 88.4 63.0 71.0 87.8 84.8 82.3 52.1 82.1 87.1 76.9 79.1

Table C. Object detection performance (AP) for the 3rd split of the novel and base categories on the PASCAL VOC 2007 dataset.
Novel Base

Methods boat cat mbike sheep sofa mean aero bike bird bottle bus car chair cow table dog horse person plant train tv mean
ZAOD [3] 15.9 31.5 43.8 17.7 37.3 29.2 40.6 30.1 17.8 6.4 34.4 24.2 5.7 20.3 22.3 24.9 29.1 7.8 9.4 22.6 26.0 21.4
WSDDN [1] 16.3 42.6 55.6 30.2 40.7 37.1 39.4 50.1 31.5 12.6 64.5 42.8 10.1 35.7 24.9 38.2 34.4 9.4 14.7 54.7 46.9 34.0
ZLDN [5] 16.8 56.5 68.2 53.4 56.1 50.2 55.4 68.5 50.1 20.8 62.7 66.8 2.1 57.8 47.5 40.1 69.7 21.6 27.2 52.5 58.2 46.7
WSOD2 [4] 42.3 52.3 71.4 61.6 60.9 57.7 68.2 70.7 61.5 28.0 73.4 69.3 32.7 71.9 42.8 57.9 73.8 25.5 29.2 56.5 70.7 55.5
Few Shot [2] 20.1 51.8 55.6 42.4 36.6 41.3 68.4 71.4 66.6 37.0 75.0 76.2 35.7 52.6 60.6 66.7 79.7 68.9 40.7 76.5 68.6 63.0
Base WebSOD 32.5 80.7 56.3 67.8 52.5 58.0 64.6 65.0 71.8 57.5 82.4 83.0 42.5 79.5 48.9 76.8 77.0 73.7 42.0 77.1 65.6 67.2
WebSOD + ACL 30.9 77.7 58.9 72.9 53.8 58.9 66.2 68.6 71.0 54.1 78.0 83.3 38.1 82.3 53.3 79.2 77.6 73.6 43.4 73.7 67.4 67.3
WebSOD + ACL + RFR 35.6 78.0 59.7 75.1 51.7 60.0 70.9 70.5 74.1 54.0 82.7 85.4 43.3 83.4 60.1 81.3 79.9 75.5 45.0 81.2 69.7 70.5
Fully Supervised 72.0 88.4 84.8 82.1 79.8 81.4 79.4 85.7 79.1 68.4 86.1 87.7 63.0 85.8 71.0 87.8 86.9 82.3 52.1 87.1 76.9 79.3
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