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1. Detail results on PASCAL VOC dataset

We show the comparison results in Table[A] [Bland[C] The bottom parts of Tables show the AP results of each category for
our proposed webly supervised object detection (WebSOD) and its variants under the three different novel/base class splits.

Table A. Object detection performance (AP) for the 1st split of the novel and base categories on the PASCAL VOC 2007 dataset.

Novel Base
Methods bird bus cow mbike sofa mean | aero bike boat bottle car cat chair table dog horse person plant sheep train tv mean
ZAOD [3 17.8 429 203 438 373 324 | 406 30.1 159 64 405 315 114 274 157 241 89 122 177 321 310 230
WSDDN [ 315 645 357 556 40.7 456 | 394 50.1 163 126 428 426 101 249 382 344 94 147 302 547 469 316
ZLDN |5 50.1 627 57.8 682 56.1 589 | 554 685 168 208 668 565 2.1 475 40.1 697 216 272 534 525 582 438
WSOD? [4 615 734 719 714 609 678 | 682 707 423 280 693 523 327 428 579 738 255 292 616 565 707 521
Few Shot [2] 300 627 432 60.6 396 472 | 653 735 547 395 757 811 353 625 728 788 68.6 415 592 762 692 63.6
Base WebSOD 50.1 619 781 562 450 583 | 66.6 737 59.7 60.1 780 850 448 630 795 756 754 41.1 731 760 628 67.6
WebSOD + ACL 525 633 795 583 48.7 605 | 674 763 610 607 800 829 46.1 619 810 787 757 455 742 776 659 69.0
WebSOD + ACL + FT 56.6 609 739 548 448 582 | 789 837 676 670 839 860 542 709 818 84.1 77.6 487 787 810 749 74.6
WebSOD + ACL +RFR | 56.8 66.2 80.3 57.3 482 61.8 | 699 762 610 60.6 829 846 487 644 825 80.8 765 460 766 808 68.8 70.7
Fully Supervised 79.1 86.1 858 848 79.8 83.1 | 794 857 720 684 877 884 630 710 878 869 823 521 821 87.1 769 78.1

Table B. Object detection performance (AP) for the 2nd split of the novel and base categories on the PASCAL VOC 2007 dataset.

Novel Base
Methods aero bottle cow horse sofa mean | bike bird boat bus car cat chair table dog mbike person plant sheep train tv mean
ZAOD [3 40.6 64 20.3 241 37.3 257 |30.1 17.8 159 429 405 315 114 274 157 438 8.9 122 177 32.1 310 253
WSDDN (1 394 126 357 344 407 326 |50.1 315 163 645 428 426 101 249 382 556 9.4 147 302 547 469 355
ZLDN [5] 554 208 578 69.7 561 519 | 685 501 168 627 668 565 2.1 475 40.1 682 21.6 272 534 525 582 46.1
WSOD? [4 682 280 719 738 609 606 | 707 615 423 734 693 523 327 428 579 714 255 292 61.6 565 70.7 545
Few Shot [2] 432 139 415 58.1 392 392 | 741 638 520 755 77.6 818 356 579 682 77.6 68.0 379 624 769 713 654
Base WebSOD 500 9.3 80.5 759 453 522 | 722 743 588 830 832 842 419 631 822 735 75.4 41.8 759 785 633 70.1
WebSOD + ACL 528 103 80.8 743 469 530 |745 744 621 819 850 87.0 452 642 814 740 75.5 428 769 784 646 712
WebSOD + ACL + RFR | 53.5 10.6 81.2 744 502 540 |764 753 61.6 817 860 875 482 649 829 765 76.1 43.6  78.0 80.8 675 725
Fully Supervised 794 684 858 869 798 806 |857 79.1 720 86.1 877 884 630 71.0 87.8 848 823 521 821 87.1 769 79.1

Table C. Object detection performance (AP) for the 3rd split of the novel and base categories on the PASCAL VOC 2007 dataset.

Novel Base
Methods boat cat mbike sheep sofa mean | aero bike bird bottle bus car chair cow table dog horse person plant train tv mean
ZAOD [3 159 315 438 177 373 292 | 406 301 178 64 344 242 57 203 223 249 291 7.8 9.4 226 260 214
WSDDN [} 163 42,6 55.6 30.2 40.7 37.1 394 50.1 315 126 64.5 428 10.1 357 249 382 344 94 147 547 469 340
ZLDN [5 168 56.5 68.2 534 561 502 |554 685 50.1 208 627 668 2.1 57.8 475 401 69.7 216 272 525 582 467
WSOD? [4] 423 523 714 61.6 609 577 | 682 70.7 615 28.0 734 693 327 719 428 579 738 25.5 29.2 565 70.7 555
Few Shot [2 20.1 51.8 55.6 424 366 413 | 684 714 666 370 750 762 357 526 60.6 667 79.7 689 40.7 765 68.6 63.0
Base WebSOD 325 80.7 563 67.8 525 580 | 646 650 718 575 824 83.0 425 795 489 768 77.0 737 420 77.1 656 672
WebSOD + ACL 309 777 589 729 538 589 |662 686 710 54.1 780 833 381 823 533 792 716 736 434 737 674 673
WebSOD + ACL + RFR | 35.6 78.0 59.7 75.1 51.7 60.0 | 709 705 741 54.0 827 854 433 834 60.1 813 799 755 450 812 69.7 705
Fully Supervised 720 884 8438 82.1 798 814 | 794 857 79.1 684 86.1 877 630 858 71.0 878 869 823 521 871 769 793
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