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S1. Overview
This supplementary material includes:
e more style examples in the training set (Section S2);
e three more ablation studies (Section S3);

e a GAN metric evaluation to measure the similarity be-
tween the distributions of two drawing sets: one is the
set of generated APDrawing and the other is the set of
collected true drawings (Section S4);

o all evaluation material used in the user study in Section
4.3 of the main paper (Section S5.1);

e comparison with APDrawingGAN (Section S5.2);

e more test results on other face dataset (Section S5.3).

S2. More Style Examples in the Training Set

In the main paper, we introduce the selected three rep-
resentative styles from the collected data and show three
examples in Figure 2: the first style is from Yann Legen-
dre and Charles Burns where parallel lines are used to draw
shadows; the second style is from Kathryn Rathke where
few dark regions are used and facial features are drawn us-
ing simple flowing lines; the third style is from vectorpor-
tal.com where continuous thick lines and large dark regions
are utilized. Here we provide more examples in Figure S1.

S3. Three More Ablation Studies

In Section 4.4 of the main paper, we study three key fac-
tors in our model, i.e., relaxed cycle-consistency loss, local
discriminators and HED edge extraction. Here, we present
three more ablation studies: one focuses on the style fea-
ture and style loss, one focuses on the truncation loss, and
the other focuses on how face region information is utilized
in the discriminator.
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(a) Style 1

(b) Style 2
Figure S1. More examples for the three styles in the training set.

(c) Style 3

In our proposed method, when inputting a face photo and
a style feature, the system outputs an APDrawing with style
specified by the style feature. If we remove the style fea-
ture input and style loss from our system, when inputting
a face photo, an APDrawing can still be output. However,
since the network is trained with mixed data, the output fre-
quently exhibits different or mixed styles in different facial
regions in an unpredictable way. Three examples are illus-
trated in Figure S2, in which all three photos contain a man
face with beards. On the top of Figure S2(b), the gener-
ated APDrawing shows a parallel line style in the beard re-
gion. In the middle of Figure S2(b), thick line and dark re-
gion style appears in the eyes and hat regions, respectively.
At the bottom of Figure S2(b), the generated APDrawing
shows mixed styles. In comparison, as illustrated in Figures
S2(c-e), after introducing style feature and style loss, our
method can generate APDrawing results for each distinc-
tive style, specified by the input style feature.

We further study the role of truncation loss and two ex-
amples are shown in Figure S3. The truncation loss is de-
signed to prevent the generated drawings from hiding in-
formation in small values. Without the truncation loss, the
results sometimes do not draw full outlines of facial fea-
tures (e.g., nose). As shown in Figure S3(b), the nose in the
first row lacks the left outline and the nose in the second






