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Figure 1: Additional frontalization result. The first rows are the inputs and the second rows are the rotated results.

A. Possibility for Improvements

In our paper [5], we describe the least building blocks for
our proposed method to work. However, there is actually
great space for improvements. For example, the 3DDFA [6]
model used for 3D face fitting is quite inaccurate, thus can
be replaced by any state-of-the-art model. Moreover, the
Render-to-Image network could be replaced with the one
in Pix2pix HD [4] or modified to a progressive growing
style [1]. Upgraded training losses are also applicable.

Here we provide a simple modification to our Render-to-
Image module. The idea is to use facial semantic maps to
guide the generation procedure, which shares substantially
similar idea with SPADE [3] and MaskGAN [2]. However,
semantic maps are normally acquired by an additional face

parsing model. Differently, we leverage facial landmarks
that can be directly derived from 3D models. Then we con-
nect and expend the landmarks to get a rough prediction of
the key components’ semantic maps. The predicted maps
are converted to weights and biases of the batch normal-
ization parameters inside the ResNet blocks of our original
generator G. Please refer to our released code 1 for our im-
plementation and more details.

B. Additional Results

We show more frontalization results in the figure 1 to
validate that our method can work robustly with different

1https://github.com/Hangz-nju-cuhk/
Rotate-and-Render.

https://github.com/Hangz-nju-cuhk/Rotate-and-Render
https://github.com/Hangz-nju-cuhk/Rotate-and-Render


poses, illuminating conditions and qualities.
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