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Abstract. With the advantage of high mobility, Unmanned Aerial Ve-
hicles (UAVs) are used to fuel numerous important applications in com-
puter vision, delivering more efficiency and convenience than surveillance
cameras with fixed camera angle, scale and view. However, very limited
UAV datasets are proposed, and they focus only on a specific task such
as visual tracking or object detection in relatively constrained scenar-
ios. Consequently, it is of great importance to develop an unconstrained
UAV benchmark to boost related researches. In this paper, we construct
a new UAV benchmark focusing on complex scenarios with new level
challenges. Selected from 10 hours raw videos, about 80, 000 represen-
tative frames are fully annotated with bounding boxes as well as up to
14 kinds of attributes (e.g., weather condition, flying altitude, camera
view, vehicle category, and occlusion) for three fundamental computer
vision tasks: object detection, single object tracking, and multiple object
tracking. Then, a detailed quantitative study is performed using most re-
cent state-of-the-art algorithms for each task. Experimental results show
that the current state-of-the-art methods perform relative worse on our
dataset, due to the new challenges appeared in UAV based real scenes,
e.g., high density, small object, and camera motion. To our knowledge,
our work is the first time to explore such issues in unconstrained scenes
comprehensively. The dataset and all the experimental results are avail-
able in https://sites.google.com/site/daviddo0323/.
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1 Introduction

With the rapid development of artificial intelligence, higher request to efficient
and effective intelligent vision systems is putting forward. To tackle with higher
semantic tasks in computer vision, such as object recognition, behaviour analysis
and motion analysis, researchers have developed numerous fundamental detec-
tion and tracking algorithms for the past decades.

To evaluate these algorithms fairly, the community has developed plenty
of datasets including detection datasets (e.g., Caltech [14] and DETRAC [46])
and tracking datasets (e.g., KITTI-T [19] and VOT2016 [15]). The common
shortcoming of these datasets is that videos are captured by fixed or moving car
based cameras, which is limited in viewing angles in surveillance scene.

Benefiting from flourishing global drone industry, Unmanned Aerial Vehicle
(UAV) has been applied in many areas such as security and surveillance, search
and rescue, and sports analysis. Different from traditional surveillance cameras,
UAV with moving camera has several advantages inherently, such as easy to
deploy, high mobility, large view scope, and uniform scale. Thus it brings new
challenges to existing detection and tracking technologies, such as:

– High Density. Since UAV cameras are flexible to capture videos at wider
view angle than fixed cameras, leading to large object number.

– Small Object. Objects are usually small or tiny due to high altitude of
UAV views, resulting in difficulties to detect and track them.

– Camera Motion. Objects move very fast or rotate drastically due to the
high-speed flying or camera rotation of UAVs.

– Realtime Issues. The algorithms should consider realtime issues and main-
tain high accuracy on embedded UAV platforms for practical application.

To study these problems, limited UAV datasets are collected such as Campus [39]
and CARPK [22]. However, they only focus on a specific task such as visual
tracking or detection in constrained scenes, for instance, campus or parking lots.
The community needs a more comprehensive UAV benchmark in unconstrained
scenarios for further boosting research on related tasks.

To this end, we construct a large scale challenging UAV Detection and Track-
ing (UAVDT) benchmark (i.e., about 80, 000 representative frames from 10
hours raw videos) for 3 important fundamental tasks, i.e., object DETection
(DET), Single Object Tracking (SOT) and Multiple Object Tracking (MOT).
Our dataset is captured by UAVs6 in various complex scenarios. Since the cur-
rent majority of datasets focus on pedestrians, as a supplement, the objects of
interest in our benchmark are vehicles. Moreover, these frames are manually an-
notated with bounding boxes and some useful attributes, e.g., vehicle category
and occlusion. This paper makes the following contributions: (1) We collect a
fully annotated dataset for 3 fundamental tasks applied in UAV surveillance. (2)
We provide an extensive evaluation of the most recently state-of-the-art algo-
rithms in various attributes for each task.
6 We use DJI Inspire 2 to collect videos, and more information about the UAV platform
can be found in http://www.dji.com/inspire-2.
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2 UAVDTBenchmark

The UAVDTbenchmark consists of 100 video sequences, which are selected from
over 10 hours of videos taken with an UAV platform at a number of locations
in urban areas, representing various common scenes including squares, arterial
streets, toll stations, highways, crossings and T-junctions. The average, min,
max length of a sequence are 778.69, 83 and 2, 970 respectively. The videos are
recorded at 30 frames per seconds (fps), with the resolution of 1080×540 pixels.

Table 1. Summary of existing datasets (1k = 103). D=DET, M=MOT, S=SOT.

Datasets
Attributes

UAV Frames Boxes Tasks Vehicles Weather Occlusion Altitude View Year

MIT-Car [34] 1.1k 1.1k D X 2000
Caltech [14] 132k 347k D X 2012
KAIST [23] 95k 86k D X X 2015
KITTI-D [19] 15k 80.3k D X X 2014
MOT17Det [1] 11.2k 392.8k D X 2017
CARPK [22] X 1.5k 90k D X 2017
Okutama [3] X 77.4k 422.1k D 2017

PETS2009 [18] 1.5k 18.5k D,M X 2009
KITTI-T [19] 19k > 47.3k M X X 2014
MOT15 [26] 11.3k > 101k M X 2015

DukeMTMC [38] 2852.2k 4077.1k M X 2016
DETRAC [46] 140k 1210k D,M X X X 2016
Campus [39] X 929.5k 19.5k M X 2016
MOT16 [29] 11.2k > 292k M X X 2016
MOT17 [1] 11.2k 392.8k M X X 2017

ALOV300 [40] 151.6k 151.6k S 2015
OTB100 [49] 59k 59k S 2015
VOT2016 [15] 21.5k 21.5k S X 2016
UAV123 [31] X 110k 110k S X 2016

UAVDT X 80k 841.5k D,M,S X X X X X 2018

2.1 Data Annotation

For annotation, we ask over 10 domain experts to label our dataset using the
vatic tool7 for two months. With several rounds of double-check, the annotation
errors are reduced as much as possible. Specifically, about 80, 000 frames in the
UAVDTbenchmark dataset are annotated over 2, 700 vehicles with 0.84 million
bounding boxes. According to PASCAL VOC [16], the regions that cover too
small vehicles are ignored in each frame due to low resolution. Figure 1 shows
some sample frames with annotated attributes in the dataset.

Based on different shooting conditions of UAVs, we first define 3 attributes
for MOT task:

– Weather Condition indicates illumination when capturing videos, which
affects appearance representation of objects. It includes daylight, night and

7 http://carlvondrick.com/vatic/
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Fig. 1. Examples of annotated frames in the UAVDTbenchmark. The three rows indi-
cate the DET, MOT and SOT task, respectively. The shooting cond itions of UAVs are
presented in the lower right corner. The pink areas are ignored regions in the dataset.
Di�erent bounding box colors denote di�erent classes of vehicle s. For clarity, we only
display some attributes.

fog. Speci�cally, videos shot in daylight introduce interference of shadows.
Night scene, bearing dim street lamp light, o�ers scarcely any texture infor-
mation. In the meantime, frames captured at fog lack sharp details so that
contours of objects vanish in the background.

{ Flying Altitude is the ying height of UAVs, a�ecting the scale variation
of objects. Three levels are annotated,i.e., low-alt, medium-alt and high-alt.
When shooting in low-altitude (10m � 30m), more details of objects are
captured. Meanwhile the object may occupy larger area,e.g., 22:6% pixels
of a frame in an extreme situation. When videos are collected in medium-
altitude (30m � 70m), more view angles are presented. While in much higher
altitude ( > 70m), plentiful vehicles are of less clarity. For example, most tiny
objects just contain 0:005% pixels of a frame, yet object numbers can be more
than a hundred.

{ Camera View consists of 3 object views. Speci�cally,front-view, side-view
and bird-view mean the camera shooting along with the road, on the side,
and on the top of objects, respectively. Note that the �rst two views may
coexist in one sequence.

To evaluate DET algorithms thoroughly, we also label another 3 attributes
including vehicle category, vehicle occlusion and out-of-view. vehicle category
consists ofcar, truck and bus. vehicle occlusion is the fraction of bounding box
occlusion, i.e., no-occ (0%), small-occ (1% � 30%), medium-occ (30% � 70%)
and large-occ (70% � 100%). Out-of-view indicates the degree of vehicle parts
outside frame, divided into no-out (0%), small-out (1% � 30%) andmedium-out
(30% � 50%). The objects are discarded when the out-of-view ratio is larger
than 50%. The distribution of the above attributes is shown in Figure 2. Within
an image, objects are de�ned as \occluded" by other objects or the obstacles in




























