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Abstract. We propose a computational framework to jointly parse a
single RGB image and reconstruct a holistic 3D configuration composed
by a set of CAD models using a stochastic grammar model. Specifically,
we introduce a Holistic Scene Grammar (HSG) to represent the 3D scene
structure, which characterizes a joint distribution over the functional and
geometric space of indoor scenes. The proposed HSG captures three es-
sential and often latent dimensions of the indoor scenes: i) latent human
context, describing the affordance and the functionality of a room ar-
rangement, ii) geometric constraints over the scene configurations, and
iii) physical constraints that guarantee physically plausible parsing and
reconstruction. We solve this joint parsing and reconstruction problem
in an analysis-by-synthesis fashion, seeking to minimize the differences
between the input image and the rendered images generated by our 3D
representation, over the space of depth, surface normal, and object seg-
mentation map. The optimal configuration, represented by a parse graph,
is inferred using Markov chain Monte Carlo (MCMC), which efficiently
traverses through the non-differentiable solution space, jointly optimizing
object localization, 3D layout, and hidden human context. Experimental
results demonstrate that the proposed algorithm improves the general-
ization ability and significantly outperforms prior methods on 3D layout
estimation, 3D object detection, and holistic scene understanding.
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1 Introduction

The complexity and richness of human vision are not only reflected by the abil-
ity to recognize visible objects, but also to reason about the latent actionable
information [1], including inferring latent human context as the functionality
of a scene [2, 3], reconstructing 3D hierarchical geometric structure [4, 5], and
complying with the physical constraints that guarantee the physically plausible
scene configurations [6]. Such rich understandings of an indoor scene are the
essence for building an intelligent computational system, which transcends the
prevailing appearance- and geometry-based recognition tasks to account also for
the deeper reasoning of observed images or patterns.
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Fig. 1: Illustration of the proposed holistic 3D indoor scene parsing and recon-
struction in an analysis-by synthesis fashion. A 3D representation is initialized
by individual vision modules (e.g., object detection, 2D layout estimation). A
joint inference algorithm compares the differences between the rendered normal,
depth, and segmentation map with the ones estimated directly from the input
RGB image, and adjust the 3D structure iteratively.

One promising direction is analysis-by-synthesis [7] or “vision as inverse
graphics” [8,9]. In this paradigm, computer vision is treated as an inverse prob-
lem as opposed to computer graphics, of which the goal is to reverse-engineer
hidden factors occurred in the physical process that produces observed images.

In this paper, we embrace the concept of vision as inverse graphics, and pro-
pose a holistic 3D indoor scene parsing and reconstruction algorithm that simul-
taneously reconstructs the functional hierarchy and the 3D geometric structure
of an indoor scene from a single RGB image. Figure 1 schematically illustrates
the analysis-by-synthesis inference process. The joint inference algorithm takes
proposals from various vision modules and infers the 3D structure by comparing
various projections (i.e., depth, normal, and segmentation) rendered from the
recovered 3D structure with the ones directly estimated from an input image.

Specifically, we introduce a Holistic Scene Grammar (HSG) to represent the
hierarchical structure of a scene. As illustrated in Figure 2, our HSG decomposes
a scene into latent groups in the functional space (i.e., hierarchical structure in-
cluding activity groups) and object instances in the geometric space (i.e., CAD
models). For the functional space, in contrast to the conventional method that
only models the object-object relations, we propose a novel method to model
human-object relations by imagining latent human in activity groups to further
help explain and parse the observed image. For the geometric space, the geo-
metric attributes (e.g., size, position, orientation) of individual objects are taken
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into considerations, as well as the geometric relations (e.g., supporting relation)
among them. In addition, physical constraints (e.g., collision among the objects,
violations of the layout) are incorporated to generate a physically plausible 3D
parsing and reconstruction of the observed image.

Here, an indoor scene is represented by a parse graph (pg) of a grammar,
which consists of a hierarchical structure and a Markov random field (MRF)
over terminal nodes that captures the rich contextual relations between objects
and room layout (i.e., the room configuration of walls, floors, and ceilings).

A maximum a posteriori probability (MAP) estimate is designed to find the
optimal solution that parses and reconstructs the observed image. The likelihood
measures the similarity between the observed image and the rendered images
projected from the inferred pg onto various 2D image spaces. Thus, the pg can
be iteratively refined by sampling an MCMC with simulated annealing based on
posterior probability. We evaluate our method on a large-scale RGB-D dataset
by comparing the reconstructed 3D indoor rooms with the ground-truth.

1.1 Related Work

Scene Parsing: Existing scene parsing approaches fall into two streams. i) Dis-
criminative approaches [10–16] classify each pixel to a semantic label. Although
prior work has achieved high accuracy in labeling the pixels, these methods lack
a general representation of visual vocabulary and a principle approach to explor-
ing the semantic structure of a general scene. ii) Generative approaches [17–24]
can distill scene structure, making it closer to human-interpretable structure of
a scene, enabling potential applications in robotics, VQA, etc. In this paper, we
combine those two streams in an analysis-by-synthesis framework to infer the
hidden factors that generate the image.
Scene Reconstruction from a Single Image: Previous approaches [25–27]
of indoor scene reconstruction from a single RGB image can be categorized into
three streams. i) 2D or 3D room layout prediction by extracting geometric fea-
tures and ranking the 3D cuboids proposals [28–35]. ii) By representing objects
via geometric primitives or CAD models, previous approaches [36–44] utilize
3D object recognition or pose estimation to align object proposals to a RGB
or depth image. iii) Joint estimation of the room layout and 3D objects with
contexts [18,19,22–24,33,45,46]. In particular, Izadinia et al. [33] show promis-
ing results in inferring the layout and objects without the contextual relations
and physical constraints. In contrast, our method jointly models the hierarchi-
cal scene structure, hidden human context and physical constraints, providing a
semantic representation for holistic scene understanding. Furthermore, the pro-
posed method presents a joint inference algorithm using MCMC, which in theory
can achieve a global optimal.
Scene Grammar: Scene grammar models have been used to infer the 3D
structure and functionality from a RGB image [3, 17, 18, 47]. Our HSG differs
from [17, 18] in two aspects: i) Our model represents the 3D objects with CAD
models rather than geometric primitives, capable of modeling detail contextual
relations (e.g., supporting relation), which provides better realization of parsing



4 S. Huang et al.

Fig. 2: An indoor scene represented by a parse graph (pg) of the HSG that
spans across the functional space and the geometric space. The functionalspace
characterizes the hierarchical structure and the geometric space encodes the
spatial entities with contextual relations.

and reconstruction. ii) We infer hidden human and activity groups in t he HSG,
which helps the explanation and parsing. Compared to [3, 47], we model and
parse the 3D structure of objects and layouts from a single RGB image, rather
than the labelled point-clouds using RGB-D images.

1.2 Contributions

This paper makes �ve major contributions:
1. We integrate geometry and physics to interpret and reconstruct indoor

scenes withCAD models. We jointly optimize 3D room layouts and object con�g-
urations, largely improving the performance of scene parsing and reconstruction
on SUN RGB-D dataset [45].

2. We incorporate hidden human context (i.e., functionality) into our gram-
mar, enabling to imagine latent human posein each activity group by grouping
and sampling. In this way, we can optimize the joint distribution of bot h visible
and invisible [48] components of the scene.

3. We propose a complete computational framework to combine generative
model (i.e., a stochastic grammar), discriminative models (i.e., direct estima-
tions of depth, normal, and segmentation maps), and graphics engines (i.e.,
rendered images) in scene parsing and reconstruction.

4. To the best of our knowledge, ours is the �rst work to use the inferred
depth, surface normal and object segmentation map to assist parsing and re-
constructing 3D scenes (both room layout and multiple objects). Note that [49]
uses similar intermediate representation for a single object.

5. By learning the supporting relations among objects, the proposed method
eliminates the widely adopted assumption in previous work that all objects must
stand on the ground. Such 
exibility of the model yields better parsing and
reconstruction of the real-world scenes with complex object relations.




























