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Fig.1: Joint learning v.s. separate learning. Single-view depth prediction
and optical flow estimation are two highly correlated tasks. Existing work,
however, often addresses these two tasks in isolation. In this paper, we propose
a novel cross-task consistency loss to couple the training of these two problems
using unlabeled monocular videos. Through enforcing the underlying geometric
constraints, we show substantially improved results for both tasks.

Abstract. We present an unsupervised learning framework for simulta-
neously training single-view depth prediction and optical flow estimation
models using unlabeled video sequences. Existing unsupervised methods
often exploit brightness constancy and spatial smoothness priors to train
depth or flow models. In this paper, we propose to leverage geometric
consistency as additional supervisory signals. Our core idea is that for
rigid regions we can use the predicted scene depth and camera motion
to synthesize 2D optical flow by backprojecting the induced 3D scene
flow. The discrepancy between the rigid flow (from depth prediction and
camera motion) and the estimated flow (from optical flow model) allows
us to impose a cross-task consistency loss. While all the networks are
jointly optimized during training, they can be applied independently at
test time. Extensive experiments demonstrate that our depth and flow
models compare favorably with state-of-the-art unsupervised methods.

1 Introduction

Single-view depth prediction and optical flow estimation are two fundamental
problems in computer vision. While the two tasks aim to recover highly corre-
lated information from the scene (i.e., the scene structure and the dense motion
field between consecutive frames), existing efforts typically study each problem
in isolation. In this paper, we demonstrate the benefits of exploring the geometric
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Fig.2: Supervised v.s. unsupervised learning. Supervised learning of
depth or flow networks requires large amount of training data with pixelwise
ground truth annotations, which are difficult to acquire in real scenes. In
contrast, our work leverages the readily available unlabeled video sequences to
jointly train the depth and flow models.

relationship between depth, camera motion, and flow for unsupervised learning
of depth and flow estimation models.

With the rapid development of deep convolutional neural networks (CNNs),
numerous approaches have been proposed to tackle dense prediction problems
in an end-to-end manner. However, supervised training CNN for such tasks of-
ten involves in constructing large-scale, diverse datasets with dense pixelwise
ground truth labels. Collecting such densely labeled datasets in real-world re-
quires significant amounts of human efforts and is prone to error. Existing efforts
of RGB-D dataset construction [18,45,53,54] often have limited scope (e.g., in
terms of locations, scenes, and objects), and hence are lack of diversity. For
optical flow, dense motion annotations are even more difficult to acquire [37].
Consequently, existing CNN-based methods rely on synthetic datasets for train-
ing the models [5,12,16,24]. These synthetic datasets, however, do not capture
the complexity of motion blur, occlusion, and natural image statistics from real
scenes. The trained models usually do not generalize well to unseen scenes with-
out fine-tuning on sufficient ground truth data in a new visual domain.

Several work [17,21,28] have been proposed to capitalize on large-scale real-
world videos to train the CNNs in the unsupervised setting. The main idea
lies to exploit the brightness constancy and spatial smoothness assumptions of
flow fields or disparity maps as supervisory signals. These assumptions, however,
often do not hold at motion boundaries and hence makes the training unstable.

Many recent efforts [59,60,65,73] explore the geometric relationship between
the two problems. With the estimated depth and camera pose, these methods
can produce dense optical flow by backprojecting the 3D scene flow induced from
camera ego-motion. However, these methods implicitly assume perfect depth and
camera pose estimation when “synthesizing” the optical flow. The errors in either
depth or camera pose estimation inevitably produce inaccurate flow predictions.

In this paper, we present a technique for jointly learning a single-view depth
estimation model and a flow prediction model using unlabeled videos as shown
in Figure 2. Our key observation is that the predictions from depth, pose, and
optical flow should be consistent with each other. By exploiting this geometry
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cue, we present a novel cross-task consistency loss that provides additional su-
pervisory signals for training both networks. We validate the effectiveness of
the proposed approach through extensive experiments on several benchmark
datasets. Experimental results show that our joint training method significantly
improves the performance of both models (Figure 1). The proposed depth and
flow models compare favorably with state-of-the-art unsupervised methods.

We make the following contributions. (1) We propose an unsupervised learn-
ing framework to simultaneously train a depth prediction network and an optical
flow network. We achieve this by introducing a cross-task consistency loss that
enforces geometric consistency. (2) We show that through the proposed unsu-
pervised training our depth and flow models compare favorably with existing
unsupervised algorithms and achieve competitive performance with supervised
methods on several benchmark datasets. (3) We release the source code and pre-
trained models to facilitate future research: http://yuliang.vision/DF-Net/

2 Related Work

Supervised learning of depth and flow. Supervised learning using CNNs
has emerged to be an effective approach for depth and flow estimation to avoid
hand-crafted objective functions and computationally expensive optimization at
test time. The availability of RGB-D datasets and deep learning leads to a line
of work on single-view depth estimation [13,14,35,38,62,72]. While promising
results have been shown, these methods rely on the absolute ground truth depth
maps. These depth maps, however, are expensive and difficult to collect. Some
efforts [8,74] have been made to relax the difficulty of collecting absolute depth
by exploring learning from relative/ordinal depth annotations. Recent work also
explores gathering training datasets from web videos [7] or Internet photos [36]
using structure-from-motion and multi-view stereo algorithms.

Compared to ground truth depth datasets, constructing optical flow datasets
of diverse scenes in real-world is even more challenging. Consequently, existing
approaches [12,26,47] typically rely on synthetic datasets [5,12] for training. Due
to the limited scalability of constructing diverse, high-quality training data, fully
supervised approaches often require fine-tuning on sufficient ground truth labels
in new visual domains to perform well. In contrast, our approach leverages the
readily available real-world videos to jointly train the depth and flow models.
The ability to learn from unlabeled data enables unsupervised pre-training for
domains with limited amounts of ground truth data.

Self-supervised learning of depth and flow. To alleviate the dependency
on large-scale annotated datasets, several works have been proposed to exploit
the classical assumptions of brightness constancy and spatial smoothness on
the disparity map or the flow field [17,21,2843,71]. The core idea is to treat
the estimated depth and flow as latent layers and use them to differentiably
warp the source frame to the target frame, where the source and target frames
can either be the stereo pair or two consecutive frames in a video sequence. A


http://yuliang.vision/DF-Net/

4 Y. Zou, Z. Luo, and J.-B. Huang

photometric loss between the synthesized frame and the target frame can then
serve as an unsupervised proxy loss to train the network. Using photometric loss
alone, however, is not sufficient due to the ambiguity on textureless regions and
occlusion boundaries. Hence, the network training is often unstable and requires
careful hyper-parameter tuning of the loss functions. Our approach builds upon
existing unsupervised losses for training our depth and flow networks. We show
that the proposed cross-task consistency loss provides a sizable performance
boost over individually trained models.

Methods exploiting geometry cues. Recently, a number of work exploits
the geometric relationship between depth, camera pose, and flow for learning
depth or flow models [60,65,68,73]. These methods first estimate the depth of
the input images. Together with the estimated camera poses between two con-
secutive frames, these methods “synthesize” the flow field of rigid regions. The
synthesized flow from depth and pose can either be used for flow prediction in

rigid regions [60,65,68,18] as is or used for view synthesis to train depth model us-
ing monocular videos [73]. Additional cues such as surface normal [67], edge [66],
physical constraints [59] can be incorporated to further improve the performance.

These approaches exploit the inherent geometric relationship between struc-
ture and motion. However, the errors produced by either the depth or the camera
pose estimation propagate to flow predictions. Our key insight is that for rigid
regions the estimated flow (from flow prediction network) and the synthesized
rigid flow (from depth and camera pose networks) should be consistent. Con-
sequently, coupled training allows both depth and flow networks to learn from
each other and enforce geometrically consistent predictions of the scene.

Structure from motion. Joint estimation of structure and camera pose
from multiple images of a given scene is a long-standing problem [46,15,64].
Conventional methods can recover (semi-)dense depth estimation and camera
pose through keypoint tracking/matching. The outputs of these algorithms can
potentially be used to help train a flow network, but not the other way around.
Our work differs as we are also interested in learning a depth network to recover
dense structure from a single input image.

Multi-task learning. Simultaneously addressing multiple tasks through
multi-task learning [52] has shown advantages over methods that tackle indi-
vidual ones [70]. For examples, joint learning of video segmentation and optical
flow through layered models [6,56] or feature sharing [9] helps improve accu-
racy at motion boundaries. Single-view depth model learning can also benefit
from joint training with surface normal estimation [35,67] or semantic segmen-
tation [13,30].

Our approach tackles the problems of learning both depth and flow models.
Unlike existing multi-task learning methods that often require direct supervision
using ground truth training data for each task, our approach instead leverage
meta-supervision to couple the training of depth and flow models. While our
models are jointly trained, they can be applied independently at test time.
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Fig. 3: Overview of our unsupervised joint learning framework. Our
framework consists of three major modules: (1) @Depth Net for single-view
depth estimation; (2) a Pose Netthat takes two stacked input frames and
estimates the relative camera pose between the two input frames; ah(3) a
Flow Net that estimates dense optical ow eld between the two input frames.
Given a pair of input images|; and I;+; sampled from an unlabeled video, we
rst estimate the depth of each frame, the 6D camera pose, and the dense
forward and backward ows. Using the predicted scene depth and the
estimated camera pose, we can synthesize 2D forward and backward optical
ows (referred as rigid ow ) by backprojecting the induced 3D forward and
backward scene ows (Section3.2). As we do not have ground truth depth and
ow maps for supervision, we leverage standard photometric and spatial
smoothness costs to regularize the network training (Sectior8.3, not shown in
this gure for clarity). To enforce the consistency of ow and depth p rediction
in both directions, we exploit the forward-backward consistency (Setion 3.4),
and adopt the valid masks derived from it to Iter out invalid regions (e. g.,
occlusion/dis-occlusion) for the photometric loss. Finally, we propse a novel
cross-network consistency loss (Sectiofi.5) | encouraging the optical ow
estimation (from the Flow Net) and the rigid ow (from the Depth and Pose
Net) to be consistent to each other within in valid regions.

3 Unsupervised Joint Learning of Depth and Flow

3.1 Method overview

Our goal is to develop an unsupervised learning framework fojointly training
the single-view depth estimation network and the optical ow prediction network
using unlabeled video sequences. Figure3 shows the high-level sketch of our
proposed approach. Given two consecutive framesl(;l+1) sampled from an
unlabeled video, we rst estimate depth of framel; and I.;, and forward-
backward optical ow elds between frame I; and l+; . We then estimate the
6D camera pose transformation between the two framesl{; l1+1 ).

With the predicted depth map and the estimated 6D camera pose, we can
produce the 3D scene ow induced from camera ego-motion and backprojec










































