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Abstract

The online commerce market has been growing rapidly,

spurring interest in the deep fashion domain from the re-

search community. Among various tasks in the fashion

domain, the classification problem is the vital one, be-

cause metadata extraction through fashion classification

has tremendous industrial value. A flurry of recent deep-

learning based models have been proposed for the task and

have showed great performances but they fail to capture the

hierarchical nature of fashion annotations, such as ’pant’

and ’skirt’ both having ’bottom’ as the superordinate. In

this preliminary work, we propose a novel fashion classifi-

cation model that works in a hierarchical manner. Exper-

imental results on large fashion datasets show that our in-

tuition, taking into account hierarchical dependencies be-

tween class labels, can help improve performance.

1. Introduction

The online commerce market is growing exponentially.

As of 2018, online apparel/fashion commerce occupies

about 17% of the global online commerce market. Such

rapid growth gave a dramatic push forward in the field of

fashion image analysis. With the abundance of publicly

available large-scale clothing datasets[14, 6, 7, 3], recent

methods exploit the power of the deep neural network to

achieve significant results in various fashion related tasks

such as clothing item retrieval [7, 9], land mark detection

[14, 21, 23], and classification [21, 19, 14]. Our prime in-

terest is the classification problem in fashion domain, which

is highly demanded in all stages of commerce. The abil-

ity to accurately extract metadata such as color, attributes

and categories through classification can reduce the time,

labor, and capital involved. Recent models in fashion clas-

sification show promising results but lack the considera-

tion of the hierarchical nature of fashion annotations. Just

as ’pants’ and ’skirts’ belong to ’bottoms’, fashion items

have a hierarchical structure with specific subsets and super-

sets. In this preliminary work, we propose a new classifica-

tion model that reflects hierarchical relationships between

fashion categories. This is based on the intuition that the

model is more effective if they reflect hierarchical depen-

dencies between class labels. To examine the effectiveness

of our model, we conduct experiments on DeepFashion[14]

dataset. Since DeepFashion dataset has no hierarchical an-

notation, we define subcategories by grouping some classes

based on common features1. In this work, We propose a

novel fashion classification model, which shows consider-

able performance improvements. Preliminary experiments

hold our intuition that models are more effective when con-

sidering hierarchical dependencies between fashion labels.

2. Related Work

Fashion Image Classification

In recent years, clothing recognition has gained much at-

tention due to its potential value. There are various tasks re-

garding clothing recognition such as category/attribute clas-

sification, landmark detection, clothes segmentation, and

recommendation. Among various tasks above, the task of

classifying fashion images is divided into several branches

such as category, attribute, material, and style classification.

A flurry of recent deep-learning based models have been

proposed for the task and have showed great performances.

FashionNet model[14] has improved the understanding of

fashion item images with a large number of annotations by

using multitask learning techniques. More recently, [13, 21]

proposed a compact network for category classification and

landmark detection using simple grammar topologies. By

simultaneously learning classification and landmark detec-

tion, both models achieved remarkable model performance.

Hierarchical Classification

A hierarchical classification(HC) is a part of the classi-

fication task that maps input data into a defined hierarchi-

cal relationship, which can be represented in the form of

a tree or a graph. To properly catch the relationship be-

tween layers, the HC algorithm must be able to label inputs

to one or multiple paths in the class hierarchy. Early mod-

1https://bit.ly/2ZuT9Bf



Figure 1. Overall Structure of our model

els, tried to solve this task in the local or global manner[18].

In the local method[12], the relationship between each hi-

erarchy level is identified in distinct stages and later com-

bined to generate the final classification. Global approaches

for HC, on the other hand, usually consist of a single clas-

sifier capable of associating objects with their correspond-

ing classes in the hierarchy as a whole [1, 2]. Structurally,

global approaches are usually computationally cheaper and

do not suffer from the error-propagation problem, but they

are less likely to capture local information from the hierar-

chy. On the other hand, local approaches are much more

suitable for extracting information from regions of the class

hierarchy. Recently, instead of choosing a particular strat-

egy [22] introduced Hierarchical Multi-label Classification

Networks-Feedforward(HMCN-F), an approach that com-

bines the merits of both local and global approaches and

overcomes their shortcomings. As we will explain in sub-

sequent sections, we choose HMCN-F as the basis for our

model.

Multitask Learning

Multi-task learning(MTL) aims to improve learning effi-

ciency and accuracy of multiple tasks in a single model as

compared to training separate models for each task. MTL is

based on the intuition that generalization can be improved

by sharing domain information between complementary

tasks, and have proven satisfactory performances in various

fields, especially in computer vision. Various methods for

MTL have been proposed[4, 16, 10, 17]. [10] uses a joint

likelihood formulation to derive task weights based on the

intrinsic uncertainty in each task. [4] proposes heuristics

based on gradient magnitudes, and multi-agent reinforce-

ment learning is used in [16]. Since MTL has proven its

efficacy in various fields, we implement this powerful tech-

nique in our proposed model.

3. Model

Our approach has two components: (1) NN-based image

encoder that maps an image into a fixed-sized embeddings,

followed by a (2) hierarchical classifier over a set of annota-

tions (categories). We implement baselines and our model

on HMCN-F[22]. We transform the hierarchical multi-label

classification problem as a type of multi-task learning prob-

lem and employ a MTL technique to optimize class weights.

The overall structure of the proposed model is shown in Fig.

3.1. Image Encoding Layer

The input image is passed through a pretrained Con-

volutional Neural Network (CNN) to obtain a vector rep-

resentation of size N×2048, where N is 7×7 grid image

locations. Next, extracted vector goes through pooling

layer(Ipool ∈ R
2048) and feed-forward network(x ∈ R

512),

producing one reduced vector. In all cases, the CNN is pre-

trained and held fixed during the training.

3.2. Hierarchical Classification Layer

As informed earlier, the information in HMCN-F flows

in two ways. (1) Global flow, which traverses all feed-

forward networks from input to Pglobal. (2) Local flow,

which expects the class of the hierarchy at each level from

the global network at that level. Unlike the vanilla HMCN-

F, only last-level local output and global output are used to

calculate Pfinal. By reducing the dimension of the final

prediction layer, it is not necessary to consider the viola-

tion loss in the original paper. Also, there is a slight im-

provement in performance as fewer dimensions are to be

predicted.



3.2.1 Global and Local Flow

Global Flow sends and receives information to and from

each level of the local flow. Given an input vector x ∈ R
512

, let A1
G denote the activations in the first level of the global

flow layer. (Ch : set of categories of the hth hierarchy level.

)

A1
G = φ(W 1

Gx+ b1G) ∈ R
s

where W 1
G ∈ R

s×512, b1G ∈ R
s each indicates weight

matrix and bias vector, and φ is a non-linear activa-

tion(e.g.,ReLU,tanh). Likewise, hth global activations can

be denoted as :

A1
G = φ(Wh

G(A
h−1

G ⊙ x) + bhG)

where ⊙ indicates the concatenation operator. The global

prediction can be calculated by:

PG = σ(W
|H|+1

G AH
G + b

|H|+1

G )

where W
|H|+1

G ∈ R
|CH |×|A

|H|
G

|, b
|H|+1

G ∈ R
|Ch| and σ

refers to the sigmoid activation.(H indicates number of hi-

erarchy level) Note that ith elements of PG(PG[i]) can be

interpreted as the probability of each class(P (Ci|x)).
Local Flow can be calculated in the same manner as the

global flow.

Ah
L = φ(Wh

T x+ bhT ) ∈ R
|h|

Ph
L = σ(Wh

LA
h
L + bhL)

where Wh
T ∈ R

|Ah

L
|×|Ah

G
|, bL ∈ R

|Ch|.

To fuse both local and global information into the final

prediction, previously predicted logit values are summed

over balance ratio β.(0.5 by default)

Pfinal = βP
|H|
L + (1− β)PG

3.2.2 Balanced Loss

In the original paper, arithmetic summation over local loss

and global loss functions is minimized.

LL =

|H|∑

h=1

[ε(Ph
L , Y

h
L )]

LG = ε(PG, Y
|H|
L )

Where Y is the correct binary class vector for input x.

Ltotal = LL + LG

However, simply adding loss function does not take into ac-

count the speed of training or the difficulty of each task.

Therefore, we add a technique to find the optimum balance

between losses using the method introduced in [10].

Ltotal =
1

σ2
1

LL +
1

σ2
2

LG + logσ1 + logσ2

DeepFashion-test

Methods top-3 top-5 FLD

DARN[9] 59.48 79.58 ×
Lu et al.[15] 86.72 92.51 ×
Corbiere et al.[5] 86.30 92.80 ×
effi+HMCN-F(5) 89.70 94.97 ×
effi+HMCN-F(5)+MTL 90.17 95.09 ×
effi+HMCN-F(10) 90.78 95.56 ×
effi+HMCN-F(10)+MTL 91.24 95.68 ×
FashionNet[14] 82.58 90.17 ©
Wang et al.[21] 90.99 95.78 ©
Li et al.[13] 93.01 97.01 ©

Table 1. Experiment Results on DeepFashion dataset.

4. Experiments

4.1. Experimental Settings

Recently, various large clothing datasets have been re-

leased publicly[14, 6, 7, 3]. Our experiments were con-

ducted on the DeepFashion dataset due to its extensive cov-

erage. All data is classified into 50 categories and consists

of total of 289,222 images, of which 40,000 are test images.

Since DeepFashion dataset does not provide any hierar-

chical information, we additionally annotate the dataset by

grouping 50 categories into certain number of parent cate-

gories. As fashion taxanomy can be ambiguous, we explore

two different sets of category hierarchies. 2 We use Adam

[11] optimizer with scheduled learning rate. All images

were cut into regions of interest (ROI) and passed through

pretrained EfficientNet-b5[20]. Each activation layer is fol-

lowed by batch normalization, residual connections[8], and

dropout of 70%. As for β in HMCN-F, we used 0.7. All

hyperparameters have been determined through grid-based

hyperparameter search. Experiments are run on 4x Tesla

P100 GPUs.

4.2. Experiment Results

We compare our method with six different deep learning

models in clothes recognition tasks. Table 1 summarizes

the performance of different methods on category classifi-

cation. Some of the models use Fashion Landmark Detec-

tion(FLD) to improve the model’s performance. Our model

can achieve considerable performance without FLD anno-

tation. Empirically, we found that using MTL can improves

performance and reduces convergence time. Also increas-

ing the number of parent categories in datasets also benefits

the model performance.

2Due to the page limit, a detailed explanation can be found at the link.

https://bit.ly/2ZuT9Bf



5. Conclusion

In this preliminary work, we proposed a simple fashion

category classification model that explores the hierarchical

nature of fashion categories. We have shown that in the

fashion area, performance improvements can be achieved

by adding hierarchical information to datasets. Besides,

by using MTL technique, our model can get better perfor-

mance than the existing hierarchical classification model.

As future work, we will experiment with various datasets

and find a MTL technique that is better suited for hierarchi-

cal classification.

References

[1] Ricardo Cerri, Rodrigo C Barros, and Andre CPLF de Car-

valho. A genetic algorithm for hierarchical multi-label clas-

sification. In Proceedings of the 27th annual ACM sympo-

sium on applied computing, pages 250–255. ACM, 2012.

[2] Ricardo Cerri, Rodrigo C Barros, André CPLF de Carvalho,
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