
Exploiting Temporality for Semi-Supervised Video Segmentation

Radu Sibechi ∗

University of Amsterdam

radu.sibechi@gmail.com

Olaf Booij Nora Baka

TomTom, Amsterdam

firstname.lastname@tomtom.com

Peter Bloem

VU Amsterdam

vu@peterbloem.nl

Abstract

In recent years, there has been remarkable progress in

supervised image segmentation. Video segmentation is less

explored, despite the temporal dimension being highly in-

formative. Semantic labels, e.g. that cannot be accurately

detected in the current frame, may be inferred by incorpo-

rating information from previous frames. However, video

segmentation is challenging due to the amount of data

that needs to be processed and, more importantly, the cost

involved in obtaining ground truth annotations for each

frame. In this paper, we tackle the issue of label scarcity

by using consecutive frames of a video, where only one

frame is annotated. We propose a deep, end-to-end train-

able model which leverages temporal information in order

to make use of easy to acquire unlabeled data. Our net-

work architecture relies on a novel interconnection of two

components: a fully convolutional network to model spa-

tial information and temporal units that are employed at

intermediate levels of the convolutional network in order to

propagate information through time. The main contribution

of this work is the guidance of the temporal signal through

the network. We show that only placing a temporal module

between the encoder and decoder is suboptimal (baseline).

Our extensive experiments on the CityScapes dataset indi-

cate that the resulting model can leverage unlabeled tempo-

ral frames and significantly outperform both the frame-by-

frame image segmentation and the baseline approach.

1. Introduction

Visual understanding of complex scenes is an essential

component of advanced real-world systems. A particularly

popular and challenging application involves self-driving

cars, which make extreme demands on system performance

and reliability. There has been remarkable progress in this

area and many sophisticated methods based on deep neural

networks have been proposed [21, 20, 4, 28]. A major con-

tributing factor to their success is the availability of large-
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Figure 1: Illustration of a case in which temporal informa-

tion is highly beneficial. In the current frame (bottom), both

the sign on the left and the car on the right are mostly oc-

cluded and cannot be accurately classified. By including

unlabeled information from previous frames, we can infer

their type and propagate this information through time, in

order to correctly classify them in the present.

scale, densely annotated, public datasets. When it comes to

semantic segmentation, data for training and refining single

frame models is now quite diverse [6, 15]. In contrast, ob-

taining detailed annotations for individual video frames is

more time consuming and costly, which makes frame-level

supervision for video segmentation inherently difficult.

Since videos are sequences of images, one could seg-

ment individual images independently, ignoring the time

dimension. However, the time dimension is a rich source

of information, and is required for accurate predictions

in some cases. For example, in Figure 1, we show that



objects which are mostly occluded in the current frame,

can be inferred by including information from previous

frames. Videos provide additional information such as long-

range temporal interactions among objects, casual relations

among events and motion of objects in the scene. Based on

these observations, one can propagate information through

time in order to leverage temporal dependencies. The ques-

tion is how to make image segmentation models suitable for

handling the spatio-temporal dimension. The key challenge

is effectively exploiting the information that is available in

the temporal dimension when ground truth annotations are

scarce and frame-level supervision is impossible.

We propose a spatio-temporal deep neural network for

semantic video segmentation by using consecutive frames

from a video. The proposed network architecture combines

a lightweight fully-convolutional U-Net architecture [20]

with temporal units that are employed at intermediate levels

of the convolutional network in order to propagate spatial

information through time.

The main contributions of our work are the following:

• We present a novel, deep, end-to-end trainable archi-

tecture for semantic video segmentation that leverages

the temporal dimension in order to propagate spatial

information.

• We propose a lightweight module for transforming

traditional, fully convolutional networks into spatio-

temporal FCNs. Specifically, without substantially in-

creasing the model complexity, the proposed method

can be easily added in already published state-of-the-

art methods.

• We show that the model is able to correctly classify

objects that cannot be accurately detected in the cur-

rent frame by inferring them from previous frames. By

incorporating cheap, unlabeled, temporal data we are

able to significantly outperform the frame-by-frame

baseline on the CityScapes dataset.

• We show that current state of the art approaches which

model temporality between the encoder and the de-

coder are suboptimal for capturing motion informa-

tion.

2. Related work

State of the art approaches for semantic image segmen-

tation are based on fully-convolutional networks (FCNs)

[4, 28, 20]. In U-Net [20], the authors propose a symmet-

ric network in which the encoder gradually reduces the fea-

ture maps and captures higher semantic information while

the decoder module gradually recovers the spatial informa-

tion. Skip connections through concatenation are used in

order to exchange information between the encoder and the

decoder. In order to capture contextual information at mul-

tiple scales, models such as PSPNet [28] perform spatial

pyramid pooling. DeepLabv3+ [4] applies several parallel

dilated convolution with different rates, while also making

use of the encoder decoder paradigm in order to recover ob-

ject boundaries

FCNs are not designed to model temporal dependen-

cies. In order to bypass this problem, a naive solution is

to concatenate multiple consecutive frames and make this

the input of the FCN, resulting in an extra time dimen-

sion. Learning a representative set of 3D spatio-temporal

convolution kernels is challenging and computationally in-

tensive due to the high complexity of 3D kernels and the re-

quired amount of training videos. The performance gained

by applying such a method is below 2% on the Sports-1M

benchmark, for the video classification task [12]. In order

to extend FCNs to video data and avoid the added complex-

ity of 3D kernels, we can split them into two components:

one to model spatial information and one to model tempo-

ral information. Two-stream fully-convolutional networks

fuse motion and spatial information in a unified framework

[11, 5, 24]. The hypothesis is that optical flow allows the

model to retain the benefits of motion information, while

still capturing global video information. Unfortunately, op-

tical flow is often inaccurate, particularly around object

boundaries. Another drawback is that they depend on opti-

cal flow models pretrained on different datasets, since large

datasets with ground truth for both tasks do not exist.

The combination of fully-convolutional networks with

temporal recurrent units can solve many of the pitfalls of

the previous approach. State of the art approaches first ap-

ply spatial filters by using a fully-convolutional encoder net-

work, then a recurrent unit to model the temporality and fi-

nally use a decoder to get the desired output [17, 7, 27, 14].

In [17], the authors describe an end-to-end architecture

which combines a convolutional architecture and a spatio-

temporal transformer layer that is able to propagate labeling

information through time. In [7], the spatio-temporal FCN

is introduced, which uses a layer grid of Long-Short Term

Memory (LSTM) models in between the FCN encoder and

FCN decoder. In [27], the authors place a ConvLSTM [22]

between the fully convolutional encoder and decoder for the

task of video object segmentation, which concerns the seg-

mentation of foreground objects from the background. For

recognizing actions in videos, [14] uses Temporal Convo-

lutional Networks (TCNs) to process the features extracted

by a pretrained FCN from multiple frames of a video. For

the same task, [3] learns spatio-temporal filters by stack-

ing ConvGRUs at different locations in a pretrained deep

convolutional neural network and iterating through video

frames. In this direction, factorized spatio-temporal convo-

lutional network (FSTCN) was proposed in [23] for human

action recognition. This network factorizes the standard 3D



(a) Modelling temporality between the

encoder and decoder

(b) Modelling temporality at every

skip connection level

(c) Proposed method - Propagating

temporal features in the encoder

Figure 2: Overview of different approaches to model temporality in U-Net based architectures.

CNN model as a sequential process of learning 2D spatial

kernels in the lower layers, followed by learning 1D tempo-

ral kernels in the upper layers.

Our work closely relates to [3], [14], [27] and [23]. Sim-

ilar to [3], we also employ temporal units at every level

of a FCN. However, we also propagate temporal features

to subsequent convolutional layers. Furthermore, both [3]

and [14] use a pre-trained, frozen CNN as a feature extrac-

tor, unlike our model, which is end-to-end trainable. Simi-

lar to [23, 14, 27], we also transform traditional fully con-

volutional networks into spatio-temporal convolutional net-

works. However, the architectures presented in [23, 27] use

only one temporal module, in between a fully-convolutional

encoder and a fully-connected decoder, respectively fully-

convolutional decoder. In [14], the authors stack multi-

ple 1D convolutions to process the features extracted by a

pre-trained frozen FCN from multiple video frames. These

methods only learn temporal combinations for the features

of only one convolutional layer. In our model, we learn dif-

ferent temporal combinations for every convolutional layer

features and propagate them forward through the network

to the next convolutional layers.

3. Approach

The purpose of this work is to adapt a fully-convolutional

semantic segmentation network so that it can model the

temporal dimension and be applied on video data. Given a

sequence of T video frames I1, I2, ..., IT the task is to pre-

dict semantic segmentations for each video frame. Ground

truth annotations are only present for the last frame, IT .

3.1. Where to model temporality?

In this section, we will discuss in detail different ap-

proaches for employing temporal units in an encoder-

decoder network in order to propagate information through

time. The visual illustration of how our proposed methods

aggregate information from adjacent video frames is pre-

sented in Figure 2.

3.1.1 Frame-by-frame

We apply a U-Net-based fully-convolutional architec-

ture [20] for frame-by-frame image segmentation. When

applying this method on a sequence of frames, each seg-

mentation output is independent of previous frames. U-Net

architectures follow the encoder-decoder architecture. Ev-

ery step in the decoder consists of an upsampling of the fea-

ture map and a concatenation with the corresponding fea-

ture maps from the encoder (skip-connections). We train

only on images IT that have ground truth GT , resulting in a

fully supervised approach for the frame-by-frame method.

In our U-Net [20] implementation, a block of the encoder

network includes one 3×3 convolutional layer, followed by

a batch normalization layer [10], LeakyReLU non-linearity

and maxpooling. Compared to the original paper, we use

more blocks and reduce the number of convolutional lay-

ers in a block. This results in an accuracy/speed trade-



off, where we halve the epoch training time with a mini-

mal drop in segmentation accuracy. Reducing the training

time is especially helpful for the temporal modules, where

the amount of data that needs to be processed increases lin-

early with the number of annotated images. In the decoder,

upsampling is done using strided transposed convolutions.

We use the same normalization technique as the encoder,

and ReLU for non-linearity [16].

3.1.2 Between the encoder and decoder (bottleneck)

Similar to [23, 27], temporality can be modeled between the

encoder and decoder, the bottleneck. We feed the T consec-

utive images I1...T as input to the FCN encoder in order to

obtain features F
(L)
1...T from the last encoder convolutional

block L. These features F
(L)
1...T are processed as a sequence

by a temporal unit in order to model the temporal dimension

and then sent to the decoder in order to obtain the segmen-

tation prediction YT . An overview of this method can be

seen in Figure 2a.

3.1.3 At every skip connection level

Along the lines of [3], temporality can be modelled at every

skip connection level. This way, the decoder sees how spa-

tial features from every convolutional level change in time

and is able to better make use of temporal information to

produce the final segmentation. Formally, before concate-

nating the features F
(l)
1...T extracted by the lth encoder con-

volutional block, we apply the same temporal forward pro-

cedure as before. An overview of this method can be seen

in Figure 2b.

3.1.4 Proposed method: Propagating temporal fea-

tures in the encoder

A drawback of the previous approaches is the fact that only

the decoder uses features that include temporal information,

through the use of skip connections and the bottleneck con-

nection. Encoder features that are propagated forward do

not include any temporal information and are independent

of previous frames. To circumvent this, features F
(l)
1...T re-

sulted from applying a temporal forward procedure are sent

as input to the next spatial convolutional block. This way,

we ensure that the encoder benefits from the temporal con-

nections as well. An overview of this method can be seen

in Figure 2c.

3.2. How to model temporality?

In this section, we propose several temporal modules,

focusing on maintaining the segmentation performance of

the network while decreasing the memory and training time

overhead.

3.2.1 ConvLSTM

One example of a machine learning technique that learns

temporal features is a Long Short-Term Memory Network

(LSTM) [9]. These have been combined with FCNs [25, 26]

in order to learn spatial and temporal filters. 3D feature

maps of shape C ×H ×W are flattened into 1D vectors of

size CHW , where C represents the channels, H the height

and W the width of the feature maps. A disadvantage of

this approach is that the data that flows through the LSTM is

1D, and as such we lose spatial information. Furthermore,

as feature maps become bigger, the size of the vectorized

features increases quadratically. One aproach that mitigates

this issue and is suitable for dealing with sequence of im-

ages is the ConvLSTM [22]. It is a recurrent model, just

like the LSTM, but internal matrix multiplications are ex-

changed with convolution operations. As a result, the data

that flows through the ConvLSTM cells keep the input di-

mension, instead of being just 1D vectors of features. The

total number of parameters is equal to 4C2K2, where K is

the spatial kernel size, and is set to 3 in our experiments,

independent of the input feature map shape.

3.2.2 Temporal Networks (TN)

Although ConvLSTMs have shown very good performance

at sequence modelling tasks, stacking multiple instances of

them in a network is costly, both in training time and in

memory requirements. Recent work [2, 14], has shown

that convolutions can be used for sequence modelling. The

main advantage of using convolutions is that they have low

memory requirements for training. Furthermore, unlike

ConvLSTM, they are parallelizable, which results in faster

training and inference.

TN block. The architecture of our TN block is inspired

from [2]. Within a block, the TN has two layers of dilated

convolution and ReLU non-linearity [16]. We also make

use of the residual connection introduced in [8]. The final

output of a TN block is the output of the convolutions added

to the input x of the block.

Pointwise TN. We adapt the TN block architecture, by

making use of pointwise 1D convolutions (kernel size is 1).

We treat the time dimension as the convolution channel di-

mension and convolve over the flattened 1D vector CHW .

The main advantage of this approach is that regardless of

feature map shape, we always need T 2 parameters for our

temporal network.

In the original TCN paper [2], the authors use CHW as

the convolutional channel dimension and convolve over T .

Padding is used in order to maintain the output sequence

length, which can result in artifacts, especially for short se-

quences. Furthermore, we would need (CHW )2K param-

eters, where K is the temporal kernel size. It is obvious to

see that stacking such temporal networks at the first convo-



lutional layers is not possible, due to the amount of param-

eters. These are not issues for our modified Pointwise TN.

2DHW TN. An issue with our previous Pointwise TN

approach is the fact that we treat each pixel in each channel

independently. We tackle this issue by using 2D convolu-

tions in our TN block. The incoming feature maps of shape

T × C ×H ×W are reshaped to TC ×H ×W . We treat

the TC dimension as the convolution channel dimension

and convolve over H ×W . The total number of parameters

is T 2C2K2, where the temporal kernel size K is set to 2 in

our experiments.

4. Experiments

4.1. Dataset

For training the segmentation models, we use the

CityScapes dataset [6]. The dataset consists of 5000 video

sequences of high quality images (1024 × 2048 resolution),

partitioned into 2975 train, 500 validation and 1525 test se-

quences. The videos are captured from 50 different cities in

Germany and Switzerland, under different weather condi-

tions. The authors have divided each video into 30 images

and segmented each 20th frame. In the conventional version

of the dataset we only have access to the video frames that

have ground truth annotations. In order to make use of tem-

porality, we use the sequence version of the dataset, where

we have access to all 30 frames, not just the annotated one.

The original RGB frames and annotations are reshaped to

256×512 for memory and speed concern. For data augmen-

tation, operations of random horizontal flip, random gaus-

sian blur and color jitter are applied. The same data pre-

processing is used for both frame-by-frame and sequence

models. It is important to note that state of the art frame-

by-frame segmentation models [4, 28] pretrain their net-

works on the coarse dataset, which contains an extra 20000

coarsely annotated images. This is not possible in our case,

since no sequence version exists for these extra images.

4.2. Training

For training the frame-by-frame model, we only use im-

ages that have ground truth. For the sequence models, we

sample 4 consecutive images (14th, 16th, 18th and 20th) as

the input to train the proposed networks. Based on the

ground truth label on the 20th frame, we can construct the

training set. Cross entropy loss function is used to solve

the discriminative segmentation task. We follow the stan-

dard protocol of using 19 semantic labels for evaluation

without considering the void label. For the frames with-

out ground truth annotations, loss is set to 0. To train the

proposed networks efficiently we use the Adam optimizer

[13], with the learning rate set to 1e−4. L2 regularization

with weight decay rate of 5e−4 is used to avoid over-fitting.

We also clip the gradient norm to not exceed the threshold

Table 1: Quantitative results on the CityScapes validation

set for the proposed methods, where we model temporal-

ity at the bottleneck, every skip connection level and in the

encoder as well.

Method mIoU class

U-Net [20] reimplementation 0.572 ± 0.0017

U-Net ours 0.563 ± 0.0012

U-Net Pointwise TN bottleneck 0.575 ± 0.0015

U-Net Pointwise TN skip 0.596 ± 0.0015

U-Net Pointwise TN encoder 0.614 ± 0.0025

U-Net 2DHW TN bottleneck 0.582 ± 0.0016

U-Net 2DHW TN skip 0.603 ± 0.0015

U-Net 2DHW TN encoder 0.622 ± 0.0017

U-Net ConvLSTM bottleneck 0.581 ± 0.0018

U-Net ConvLSTM skip 0.612 ± 0.0021

U-Net ConvLSTM encoder 0.631 ± 0.0024

Table 2: Quantitative results on the CityScapes test set

for the proposed temporal encoder methods. We compare

our method against other methods that perform inference at

256× 512 resolution.

Method mIoU class # params

U-Net frame-by-frame (ours) 0.568 183M

U-Net Pointwise TN 0.605 183M

U-Net 2DHW TN 0.614 541M

U-Net ConvLSTM 0.622 585M

Fast-SCNN [19] 0.519 -

SegNet [1] 0.561 -

ENet [18] 0.583 -

of 5. We optimized these hyper-parameters for the frame-

by-frame model and used the same values for the temporal

models. The performance is measured in terms of mean

pixel intersection-over-union (mIoU), averaged across mul-

tiple runs.

4.3. Quantitative evaluation

We compare the different temporal module locations

and types using a U-Net architecture both qualitatively and

quantitatively. In Table 1, we show that placing a tempo-

ral module between the encoder and decoder (baseline) in-

creases the performance only by 1-2 percentage points, with

any type of temporal module, when compared to the frame-

by-frame baseline. Similarly, placing any type of temporal

module at every skip connection level increases the mIoU

by 3-4 percentage points. Most notably, also propagating

these features to the next convolutional layers in the en-

coder results in a 5-6 percentage points performance in-

crease. These results highlight that our temporal model sig-

nificantly outperforms both the frame-by-frame image seg-



Figure 3: Qualitative results on the CityScapes validation set of the effect of different temporal module locations. White

boxes highlight differences. We have used Pointwise TNs as a temporal module in this example.

mentation model and the baseline in which we only model

temporality between the encoder and the decoder. Further-

more, we see that replacing ConvLSTMs with our Point-

wise TNs only results in a 2 percentage point performance

drop, while using only T 2 additional parameters instead of

4C2K2. This results in a model with less than a third in size

and thus 40% faster training time in our implementation. In

order to get results for the test set, we submitted our results

to the CityScapes benchmark website. We have upsampled

our predictions 4 times using nearest neighbour interpola-

tion. The results can be seen in Table 2 and further validate

our hypothesis. We compare our results against other meth-

ods that perform inference at 256 × 512 resolution. Lastly,

in order to check that the performance increase comes from

the temporal information and not from the increased model

complexity, we have sent the current frame 4 times as input

for the temporal models. We have also concatenated the 4

consecutive images along the channel dimension, and sent



Figure 4: Examples of semantic segmentations in consecutive video frames from the CityScapes demo video. White boxes

highlight differences. We have used Pointwise TNs as a temporal module in this example.

it as input to the fully convolutional network. In both cases,

the performance was similar or worse than the frame-by-

frame segmentation model.

4.4. Qualitative evaluation

Temporal module locations. In Figure 3, we show sev-

eral representative situations, in which our proposed ap-

proach to model temporality outperforms other methods.

Observe how both the frame-by-frame and the baseline

model struggle to segment objects that are mostly occluded

in the current frame. Our poposed method is able to correct

larger parts of inaccurate segmentation by leveraging the in-

formation available in the unlabeled temporal frames. We

can conclude that only placing a temporal module between

the encoder and decoder is suboptimal for capturing motion

information.

Temporal modules. We qualitatively evaluate the per-

formance of different temporal modules for our proposed

method of propagating the temporal features in the encoder.

The results can be seen in Figure 5. Although ConvLSTMs

show the best performance, both qualitatively and quantita-

tively, Pointwise TNs achieve almost the same performance,

with much fewer parameters, resulting in lower memory re-

quirements and faster training. We can see that all 3 tempo-

ral modules are able to correctly classify objects that can-

not be accurately detected in the current frame by inferring

them from previous frames.

Temporal consistency. We also qualitatively evaluate

the temporal consistency of our semantic video segmenta-

tion method. We use the 3 demo videos provided in the

CityScapes dataset, that are 600, 1100 and 1200 frames

long, respectively. For each output of our proposed method,

the previous 4 frames were sent as input, resulting in a slid-

ing window approach. Typical errors made by models that

rely on single-frame estimates include partly segmented ob-

jects, temporal inconsistencies and flickering. In Figure 4,

we show that some of these errors are corrected when we

are using the proposed temporal module. This behaviour is

consistent across multiple sequences.

5. Conclusions

In this paper, we proposed a novel spatio-temporal neural

network combining FCNs to model spatial information and

temporal units to include temporal information. The pro-

posed network was built on an encoder-decoder framework,

which takes multiple continuous frames of a driving scene

as input and outputs their semantic segmentation. We inves-

tigated different ways to model temporality in our network,

as the temporal dimension is highly informative and can be

critical in certain scenarios, such as autonomous driving.

Starting with the conventional approach of placing a tempo-

ral module in between our encoder and decoder (baseline),

we show that this method is suboptimal and that placing a

temporal module after every encoder block results in much

stronger propagation of temporal information and achieves

significantly better results. In the qualitative results, we

show that the proposed network is able to correctly clas-

sify objects that are mostly occluded in the current frame,

by inferring them from the previous frames. This further

illustrates the effectiveness of our method, as both the base-

line and the frame-by-frame model are unable to correctly

infer them.

Furthermore, we experimented with different modules

to model temporality. Although ConvLSTMs showed the

best performance, stacking multiple instances of them in

a network is costly, both in training speed and memory

requirements. We tackle this issue by using Pointwise

TNs, which achieve almost the same performance as the

ConvLSTM while using a very low number parameters,

which results in significantly lower memory requirements



Figure 5: Qualitative results on the CityScapes validation set of the effect of different temporal modules for our proposed

method. White boxes highlight differences.

and faster training.

The module can be easily added in state of the art meth-

ods, e.g. DeepLab [4], by placing temporal modules after

spatial convolutional modules. Preliminary experiments in

this direction showed only minimal improvement. In U-Net

architectures, temporality is injected in the final decoder

layers through the use of skip connections. As newer mod-

els do not rely on skip connections, a solution is to add tem-

poral modules in between convolutional layers in the de-

coder as well. Future work is needed to investigate the ef-

fectiveness of including temporality in such models. Code

has been made available.
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