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Abstract

Video-based face recognition has attracted a significant
amount of research interest in both academia and industry
due to its wide applications such as surveillance and se-
curity. Different from image-based face recognition, abun-
dant information, extracted from a series of frames in a
video, would contribute a lot to successful recognition. In
other words, the key to improving video face recognition
capability is aggregating and integrating profuse informa-
tion within a video. Existing methods of feature aggrega-
tion across frames narrowly focus on the importance of
a single frame, while ignoring the geometric relationship
among frames in feature space. In this work, we present
a geometry-based feature aggregation method rather than
a better recognition model. It considers not only the im-
portance of each frame but also the geometric relationship
among frames in feature space, which yields more distin-
guishing video-level representation. Extensive evaluations
on IJB-A and YTF datasets indicate that the proposed ag-
gregation method considerably outperforms other feature
aggregation methods.

1. Introduction

The performance of automatic face recognition (FR) has
been considerably improved in recent years, mainly owing
to the combination of algorithms based on deep neural net-
works and large scale labeled face data. Remarkably, on the
representative academic benchmarks LFW [16], several FR
methods [30, 25, 28] have even surpassed human for face
verification. Different from image-based face recognition,
in video-based FR, much more information about identities
can be extracted from image sequences. However, video
faces usually suffer from low quality due to unconstrained
variations of poses, illuminations, blurriness and etc. These
factors result in larger intra-class variance and sharply de-
grade the performance of face recognition. Hence, the key
point to improve video face recognition performance is ag-
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Figure 1. The difference between quality based and geometry
based feature aggregation strategy. Quality based method only
considers the importance of each single frame, while GFA consid-
ers both the quality of image and its feature’s geometric location.
The equations under the figures indicate the way to figure out the
reference feature from a group of features.

gregating abundant information across frames, meanwhile
discarding noise as well as maintain essential information.

Many efforts have been proposed to effectively aggre-
gate information to form a distinguishing and discriminative
video face representation [3, 20, 17, 6, 8]. Feature aggrega-
tion is an effective method to integrate multiple features into
a compact discriminative representation. For instance, Max
Pooling and Average Pooling strategies are two naive aggre-
gation strategies, which are commonly adopted in [29, 25].
A smarter strategy is to weigh and combine the image-level
features, shown in [35, 6, 27, 21]. Usually, these methods
aim at learning the weights of features from images or fea-
tures themselves according to face image quality. Since im-
age quality is a criterion represents the importance of each
single frame in these methods, it is appropriate to call them
quality based method. Here, we should point out that these
quality-based methods fail to consider the relation among
frames in feature space, and such neglect would lead to an
incompetent aggregated feature.

We argue that the goal of feature aggregation is to make
the aggregated feature of a subject closer to the center of its
distribution in feature space. The reason is that this kind of
aggregation or representation is more discriminative. How-



ever, making the aggregated feature closer to the center is
difficult since the distribution is unknown. To solve this
problem, we proposed a geometry-based feature aggrega-
tion (GFA) method to generate a more discriminative ag-
gregated feature. The details of the proposed method is that:
first, we define the feature of a reference face image (under
natural pose and illumination, no distortion) as the center in
feature space since these images are easier to recognition,
and utilize the geometric distances between frames’ features
and this center as the quality label to train a quality assess-
ment(QA) model; second, such a QA model is adopted to
predict the geometric distance between the image feature
and its distribution center; finally, the center, calculated ac-
cording to predicted geometric distances, is regarded as the
final aggregated feature for that subject. Figure 1 shows the
flowchart of the proposed method. Experimental results on
two representative video face datasets show the effective-
ness of the proposed GFA. The contributions of this paper
are summarized as follows:

e we propose a novel feature aggregation method based
on geometry relation in feature space;

e we design an image quality metric based on geometric
distance from the center in feature space;

e we demonstrate the effectiveness of the proposed
method in seeking a more discriminative video repre-
sentation.

The remaining part is organized as follows. We first re-
view related works on video-based face recognition and fea-
ture aggregation. Next, a novel geometry-aware quality as-
sessment network is presented in details. Then, we describe
the GFA in detail. Furthermore, comprehensive evaluation
for feature aggregation on IJB-A and YTF datasets is il-
lustrated in the experimental section. Finally, conclusion,
remarks, and discussions end up the whole paper.

2. Related Work

Different from face recognition based on a single im-
age, much more information about identity can be ex-
tracted from different images that are captured under mul-
tiple views. However, face images in videos usually suf-
fer from low-quality. Many factors jointly cause this low-
quality: blur, low-resolution, large-variation illumination,
pose, etc. These factors result in larger intra-class variance
that causes sharp degradation on the performance of face
recognition. Consequently, the key to increasing the accu-
racy of video face recognition is to aggregate useful identity
information and discarding noises at the same time.

Video-level representation with metric learning Many
works on video or image set based face recognition attempt
to model images’ set as convex hull [3, 15] or subspace

[36, 17]. So these authors assume that a Grassmann mani-
fold or Hilbert space can successfully model samples distri-
bution. They use manifold similarity metric to gain video-
level representation [36, 22, 17]. In addition, several works
attempted to fuse local features to build video feature repre-
sentation [19, 20, 34]. Classical works include VLAD [18],
PEP-Eigen [20] and Fisher Vector Faces [24]. Admittedly,
these methods limit to work under constrained settings.

Feature-level aggregation Average Pooling or Max
Pooling has been wildly applied in most popular recogni-
tion methods [25, 20, 5]. However, treating the difference
between frames with indifference, by using Average Pool-
ing or Max Pooling, would have negative effects. Therefore,
a more reasonable aggregating strategy would fuse features
according to the importance or the quality of each feature
[35, 21], which shows superiority to Average Pooling or
Max Pooling strategies. Along with another axis, tempo-
ral dynamic information among frames in a video is con-
sidered to guide aggregation [9, 27, 14]. For example, Rao
et al. proposed an attention-aware method to explore the
temporal information and view the attention problem as a
Markov decision process. To train such an attention model,
a deep reinforcement learning framework was proposed in
their work.

Image-level aggregation Another strategy to aggregate
information across frames is performing aggregation on
image-level to synthesize one or few discriminative frontal
face images [26, 23, 31, 38, 39] for face recognition. Usu-
ally, these methods require a complex model, mostly gen-
erative adversarial network (GAN) [10], to accomplish the
synthesizing procedure, which largely limits its application
scope. Besides, aggregation on matching results are not de-
sirable, especially for large-scale recognition due to its high
space complexity. Compared with two methods mentioned
above, feature aggregation, which fuses multiple features
into a compact discriminative video-level representation, is
a more advisable approach that can be easily incorporated
into currently existing face recognition systems.

Note that, in this paper, we mainly focus on the dataset
containing order-less images, including both video based
and template based datasets. Different from quality-based
feature aggregation which tries to learn face image quality
from images or features and designates quality as the weight
of feature, our geometry based aggregation can directly es-
timate the center of the distribution, and adopt this center as
the final aggregated feature.

3. Proposed method

Figure 2 illustrates the overall pipeline of the proposed
method. The overall framework consists of three modules:
quality assessment (QA), feature extraction, and feature ag-
gregation. The QA module takes the video frames as input
and predicts the quality score, which indicates the geomet-
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Figure 2. The overall framework of quality and geometry guided feature aggregation. A single image is the input of both geometry-aware
QA network and feature extraction network. The results of the two networks are the geometry-based quality and feature representation of
this image. The final feature aggregation process is aimed at finding out the reference feature according to the equation above.

ric distance between the image feature and the distribution
center. Besides, the QA module also plays a role in frame
selection. More specifically, the QA module will filter out
those frames with low quality. Feature extraction module
extracts feature from remaining frames. Since we assume
that the quality score of each frame indicates the distance
between current frame feature and the distribution center in
feature space, it is easy to calculate the center according to
the geometry relationship between features and the center
when sufficient frames are provided. Therefore, feature ag-
gregation module is designed to estimate the final feature by
integrating the generated features according to the output of
the QA module.

3.1. Geometry-aware QA Network

In video-based FR, face images are captured under a cir-
cumstance combined with large variation. Such circum-
stance results in much dross frames. Thus, discarding those
low-quality samples and selecting the essential information
can enhance the robustness of recognition result. [21, 1].

In this paper, we present a geometry-aware quality met-
ric to assess face images’ quality. In this work, matching
score, to be more specifically cosine similarity, between
current feature and reference feature is considered to be the
quality of each frame. It should be pointed out that an ap-
proximation of the center point of a person’s features in fea-
ture space is adopted to be the reference feature mentioned
above. In addition, to get the reference feature, we suppose
that a face image, which is under frontal pose, uniform illu-
mination circumstance, and freed from disturbance, would
possess a feature locating at the vicinity of the center point

of that person’s features, and we can integrate several fea-
tures extracted from such kind of face images to generate
the reference feature.

There are two reasons that lend credible support for our
assumption: On the one hand, this quality metric gives
out the matching results directly, and we can easily select
those frames possessing a good matching result; On the
other hand, this quality metric represents the geometric dis-
tance between current feature and reference feature in fea-
ture space, and a valid feature aggregation can be success-
fully guided by this geometric distance.

Consider a frame set {X;|i = 1,2,...,n} in a video se-
quence, and the embedding features f; € R? are extracted
from image X;. Ordinarily, each feature f; can be regarded
as a point in feature space. Additionally, in this paper, we
denote reference feature as .

Thus, the quality score of X; can be computed as fol-
lows:

¢ =d(f;, p) (1)

where d(f;, ) represents the distance between f; and u.
To keep correspondence with the recognition model, cosine
similarity is naturally adopted as the distance metric in this
work. Inspired by the success of deep CNN in various vi-
sion tasks, we use DCNN architecture to predict the quality
corresponding to raw face image automatically.

3.2. Geometry Guided Feature Aggregation

Different from image-based face recognition, video-
based face recognition conduct identification and verifica-
tion on videos, which contain multiple frames under various
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Figure 3. Geometry-based aggregation outstrips quality-based ag-
gregation when the distribution is uneven because the geometry-
based metric allows it to overcome the unbalance distribution.
Reference features given by quality-based aggregation is much
more closer than their counterparts given by geometry-based ag-
gregation, which means a inferior representation.

conditions(e.g., pose, illumination, and blur). Compared
with a single image, a video provides us with abundant in-
formation across frames. Therefore, how to aggregate in-
formation across frames to alleviate the problem caused by
noise within a video and how to get more valuable and more
effective representation for robust recognition against vari-
ations are a crucial issue for promoting FR performance.
Feature aggregation is one of the effective ways of inte-
grating information across multiple frames to form a video-
level representation. Obtaining a valuable group of weight
to weigh the corresponding features should be the core of
the feature aggregation algorithm. In this section, we show
that the feature aggregation problem can be formularized as
a minimum squared error problem.

Let’s say that x = {X1, Xo,..., X,,} stands for a se-
quence of frames in a video, and f; represents the corre-
sponding normalized feature vector (|| f;||, = 1) for image
X;. The image set in a template or video is viewed as an
approximation to a convex hull, just like what [3, 21, 35]
assume. Then, the aggregated feature p can be computed
from features { f;|¢ = 1,2,n} in a image set as the follow-
ing equation illustrates:

p= Zaifi (2
i=1

Here, «; denotes the weight of i, feature of a subject, and
satisfies the restriction: Y., «a; = 1. The aggregated
feature  is in the affine hull spanned by features samples
{f17 f27 () fn}

A widely adopted method to obtain the weight «; is av-
eraging the aggregation by setting a;; = % [25, 4]. Beyond

that, in [35], a two-cascaded attention blocks is enrolled to
learn the importance e; of each feature, and the weight is
computed as o; = % Furthermore, in [21], au-
thors proposed a quality-aware feature aggregation method,
which directly use the quality score as the weight of each
feature, and the aggregated feature can be computed as fol-
lows: a; = ﬁ. All the aforementioned method is
based on the quality of a single image, no matter how the
quality score is gotten. But in our geometry-guided method
represents the distance between the current feature and its
ideal center. Figure 3 shows the difference between aggre-
gation strategies based on quality score and geometry rela-
tionship.

While quality-based aggregation strategies fail to take
the distribution among frames into account, so they are
more susceptible to unbalanced distribution. Consequently,
quality-based aggregation would yield a reference feature
vector that is close to the cluster of features. On the con-
trary, geometry-based aggregation method can avoid this
phenomenon. As Figure 3 shows, features of one subject
will lay together in the feature space when the frames in
a video are lack of discrimination. Under such circum-
stance, geometry-based method rather than quality-based
method can still give out a valuable reference feature: two
subjects’ reference features given by quality-based aggre-
gation are much closer than their counterparts provided by
our geometry-based method. So geometry-based aggrega-
tion would generate reference features that are more distin-
guishing.

Since our quality assessment module adopts a geometry-
aware quality metric, we can get the following formulation:

N
g =t~ Z aif; (3)
i=1

where all the features f; and reference feature  are normal-
ized to unit length.

Given a series of images in a video or image set, the qual-
ity of each image indicates the geometric distance between
image feature and reference feature in a convex hull. The
goal of feature aggregation is to fuse multiple features to a
single feature. Based on Formula 3, optimization goal can
be formularized as follows:

1 n n
E(a) =5 > (1> oifi —a)? “)
=1 7

E(«) represents the squared error between predicted quality
score and ground truth. How to acquire minE(«) is a stan-
dard minimum squared error problem under the constraint
(3°i, a; = 1). To make the reference feature y be more
robust to outliers, we add L2 normalization o’ « as regular-
ization item and rewrite formula 4. To simplify the form, let
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Figure 4. The details of the quality network. The quality assess-
ment (QA) network is designed for estimating the geometric dis-
tance between the input image’s feature and the ideal center point
in the feature space of the same subject.
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Similar to [3], we introduce L and U coefficients to re-
duce affine hulls for controlling the looseness of the convex
approximation. Finally, we can get the « by solving the fol-
lowing quadratically constrained quadratic program (QC)
problem:

1
E(a) = iaTGa + cTa + Constant

s.t. ; a; =1 ©)

Viel,2,..,n,L<a; <U
opt. arg min F(c)

[0

where G = (FT (37, ifT)F + M) is a positive definite
matrix, ¢ = FTFq, A represents the coefficient of L2 nor-
malization, and Constant = 3q”q is invariant to a.. In
this paper, we set the U = 0.7 and L = 0, A = 0.3. There
are many mature algorithms and tools to solve above QC
problem. In this work, we choose the quadprog in matlab.

Not only does GFA focus on the importance of each
frame, but also considers the geometric relation. To some
extent, GFA can also be regarded as a effective method
which can estimate the center of a set in approximated con-
vex hull.

3.3. Implementation details

The details of quality network are shown in Figure 4.

references

matching score of images under variations

Figure 5. Part of images samples for training quality assessment
network. The quality score is drawn on the image.

Multi-PIE [11] is used to train the QA network. Fig-
ure 5 shows the samples in Multi-PIE. We take the face
with frontal pose, normal illumination as the reference, and
employ cosine similarity between image and corresponding
reference in feature as the quality score.

ResNet-18 [13] is adopted to be the base model of QA
network,and the initial learning rate is 0.001, batch size is
set to 256. All of the input images are aligned and resize
to 96 x 96. L1 Loss is used to train such a regression net-
work due to its statistical property is superior to L2 Loss in
literature. The loss function is shown as following:

N
1
L= 300X £:0) — all 2
i=1

where N denotes the number of face images in train-
ing dataset and ¢(X, f;6) denotes the quality assessment
model 6.

4. Experiments

We evaluate the proposed method on two representative
videos (and template) face datasets: IJB-A and YTF, and
compare it with other state-of-the-art video face recognition
methods, especially with other feature aggregation meth-
ods. What we should point out is that different from other
aggregation methods, none of the data in IJBA or YTF are
used as the training dataset.

4.1. Experiment settings

1JB-A dataset consists of 5,712 images and 2,085 videos,
which are captured from 500 subjects under unconstrained
conditions. The IJB-A challenge aims at evaluating FR and
verification on templates containing order-less images set
or videos. We follow the IJB-A protocol: 1:1 verification



Table 1. Performance of GFA, average, quality pooling under different number of frames.

method

1JBA 1:1 verification

IJBA 1:N Identification

FAR=0.0001  FAR=0.001  FAR=00l FAR=0.1 FAR=0.01 FAR=0.1 Rank-1 Rank-10
average / 5frs 0.629 £ 0.028 0904 +0.029 0948 £ 0.017 0.968 = 0.007 0.534 £ 0338 0929 +0.013 0949 £ 0.015 0.975 £ 0011
average /5frs  0.629 +0.028 0.904 +0.029 0948 +0.017 0.968 +0.007 0.534+0.338 0.929+0.013 0.949 +0.015 0975+ 0.011
quality / Sfrs 0.658 £0.025 0.905 +£0.029 0.948 £ 0.016 0.968 +0.007 0.545 +0.344 0.931 £ 0.015 0.950 +0.014 0.975 + 0.011
GFA / 5frs 0.748 + 0.018 0.913 +0.034 0.952 + 0.018 0.968 £ 0.009 0.713 £ 0.222 0.946 £ 0.015 0.956 £ 0.021 0.976 £ 0.008
average / 10frs  0.629 £ 0.029 0.92 £ 0.021 0956 £0.012 0.971 £ 0.005 0.618 = 0.3-6 0938 £0.014 0954 £ 0972 0.975 + 0.008
quality / 10frs ~ 0.654 +0.027 0.921 £0.020 0.957 £0.012 0.971 £0.005 0.644 +0.280 0.939 +0.015 0.955+0.016 0.972=0.008
GFA / 10frs 0.833 £ 0.012 0.948 +0.016 0.973 £ 0.005 0.982 £ 0.007 0.917 £ 0.037 0.964 £ 0.007 0.971 £ 0.008 0.983 £ 0.005
average / 30frs  0.837 +0.012 0.95 +0.013 0.973 £0.007 0.983 £0.006 0.912 +£0.041 0.964 +0.009 0.972 4+ 0.007 0.984 £+ 0.006
quality / 30frs  0.852 +0.010 0.951 £ 0.006 0.973 +0.006 0.983 +0.006 0.919 +0.035 0.965 + 0.009 0.972 + 0.007 0.984 + 0.007
GFA / 30frs 0.867 + 0.086 0.951 + 0.006 0.973 +0.006 0.984 + 0.006 0.929 + 0.030 0.966 + 0.009 0.972 £ 0.008 0.985 £ 0.004
max 0.555 +0.034 0.889 £0.027 0.933 £0.014 0.957 £0.010 0.477 £0.376 0910+ 0.013 0.939 +0.013 0.967 + 0.013
average / all 0.840 £+ 0.08 958 + 0.004 0.970 £ 0.008  0.986 + 0.004 0.883 £0.07 0.960 £ 0.013 0.971 £0.012 0.985 £ 0.010
quality / all 0.8722 £ 0.07 0.956 +0.004 0.972 + 0.008 0.983 £ 0.004 0.964 £+ 0.039 0.974 £ 0.008 0.971 £ 0.013 0.985 £ 0.004
and 1:N identity, two tasks. YTF dataset is a video based ~ Table 2. Evaluation on YTF dataset. The comparing methods

dataset with 3,425 videos belonging to 1,595 different sub-
jects. There is only 1:1 verification task in YTF. We adopt
the PolyNet [37] as our recognition model, and trained it
on IMDb-Face [32] and MS-Celeb-1M [12]. In our exper-
iment, PolyNet [37] serves as the base model of the recog-
nition network. All of the input images are aligned and re-
sized to 224. We train the recognition network on IMDB
dataset [32].

4.2, Evaluation for Feature Aggregation

We conduct extensive experiments about different aggre-
gation strategies, including Max Pooling, Average Pooling,
quality-based, and GFA. All the methods are evaluated on
both IJB-A and YTF dataset. Table 1 shows the results of
three different aggregation strategies under different num-
ber of images — 5, 10, 30. A conclusion that the proposed
GFA method is much better than both quality-based and Av-
erage Pooling aggregation strategies would be evident. An-
other safe conclusion drawn from Table 1 is that using more
images to fuse leads to higher performance for both qual-
ity pool and GFA. However, the performance of Average
Pooling degrades when fusing all images in a template. A
tenable explanation is that the dross (images that are too
hard to be recognized) would have a negative influence on
the aggregated feature, the representation of discriminative
information. But such hurts of dross can be mitigated by
removing images with low quality scores predicted by the
QA network.

The results on YTF are shown in Table 2. GFA method
outperforms ADRL by reducing 24% error ratio and incred-
ibly achieving 97.2% accuracy, and it becomes the result
with single model on YTF in publication, to our best knowl-
edge. Similarly, as Table 3 shows, we evaluate different
aggregation strategies with different number of images on
YTF. From the result illustrated, we can find that the per-
formance of quality-based method is almost the same as the
one adopting Average Pooling and both of them are inferior
to the result of GFA. GFA outperforms them by reducing

are listing as following: Centerloss [33], FaceNet [28], NAN [35],
ADRL [27], QAN [21].

method acc (%) auc (%)
centerloss 94.9

FaceNet 95.12+0.39

NAN 95.72+0.64 98.8
ADRL 96.52+0.54

QAN 96.17+0.09 99.14
GFA 97.2

the FRR from 0.064 to 0.053 at FAR=0.01, and 0.037 to
0.031 at FAR=0.1.

Table 3. Evaluation for different aggregation strategies with dif-
ferent number (5, 10, 30) of frames to fuse on YTF dataset.

method FRR@FAR=0.01 FRR@FAR=0.1 ACC

max 0.072 £ 0.032 0.044 £+ 0.024 0.96

average / 5frs  0.072 £ 0.032 0.044 +0.024 0.960
quality / 5frs 0.072 £ 0.032 0.044 £ 0.024 0.960
GFA / 5frs 0.063 + 0.035 0.040 + 0.024 0.963
average / 10frs  0.064 + 0.036 0.037 £ 0.029 0.965
quality / 10frs  0.064 £ 0.036 0.037 + 0.029 0.965
GFA / 10frs 0.053 + 0.030 0.031 + 0.023 0.969
average / 30frs  0.052 £ 0.020 0.030 +£0.018 0.97

quality / 30frs  0.052 £ 0.020 0.030 £ 0.018 0.969
GFA / 30frs 0.047 + 0.019 0.030 + 0.018 0.971

4.3. Qualitative and Quantitative Evaluation

Plainly, the quality score is regarded as the importance
in quality based method: higher quality score means higher
weight in feature aggregation. While in GFA, weights are
modeled as the solution of a constrained MSE problem to
ensure that the aggregated feature is close to reference point
enough in feature space. Sequentially, GFA generates a
more discriminative feature. We visualize the images and
corresponding scores predicted by QA network in Figure 6
to explain the function of QA network. Figure 6 shows dif-



ferent instances in 4 templates. All images in a template
are sorted according to its quality score from high to low.
Scrutiny the images shown in Figure 6 and we can find the
difference of weight assignment between single image qual-
ity based method and geometry guided method: in quality
based method, images that possess a good quality would
be assigned a high weight and weigh more in generating
the reference feature, while in geometry guided method, a
group of images that loo Similar would be assigned a rela-
tively low weight. It is evident that features extracted from
similar images would locate close in feature space. In this
way, the group of images assigned low weight serves as a
single image with high weight. Therefore, the geometry
guided method can successfully avoid generating a refer-
ence feature laying in the vicinity of a cluster of features. In
other words, GFA can ensure the aggregated feature shall be
freed from the influence of biased dense regions in feature
space.
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Figure 6. Instances of different templates in IJB-A. Each row
shows six images sorted according to its quality scores from high
to low. The histograms on the right represent the distribution of
weights of the quality based method (blue) and GFA (orange). Im-
ages looked similar would be assigned a relatively lower weight in
GFA.

In order to evaluate the effectiveness of QA network
quantitatively, we test it on IJBA 1:1 and 1:N task. The re-
sults are shown in Table 4. Conclusion can be drawn from
Table 4 that QA network does considerably promote the per-
formance on recognition.

Table 4. Performance on the Arcface [7] model and PolyNet [37]
model with/without QA. Arcface model is trained on VGGface2
dataset [2], and the PolyNet model is trained on IMDB dataset
[32].

method IJBA 1:1 IJBA 1:N
FAR=0.01 FAR=0.001 Rank-1
Arcface w/o QA 0.598 +0.058  0.477 £0.084 0.789
Arcface w/ QA 0.836 = 0.019  0.779 £ 0.022  0.920
PolyNet w/o QA 0.668 £ 0.038  0.587 £ 0.074 0.824
PolyNet w/ QA 0.933 +0.014  0.889 + 0.027 0.939

5. Conclusions and Discussions

In this paper, we present a geometry guided feature ag-
gregation method for video-based face recognition. Im-
age quality and geometric relations between frames in fea-
ture space are fully considered in this work. By defining
a geometry-aware quality metric, which regards the dis-
tance between current image feature and reference feature
as quality score, we find that the feature aggregation prob-
lem can be formularized as a constrained minimum squared
error (MSE) problem within an approximated convex hull.
To solve such a constrained MSE problem, we convert it to
a quadratically constrained quadratic program. In experi-
ments, on two representative datasets, GFA method outper-
forms all of other state-of-the-art feature aggregation meth-
ods. Besides, another impressing advantage of GFA is that
it does not require training recognition network again. In
other word, GFA possesses high adaptability, which allows
us to applied GFA to any general recognition models.
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