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Abstract

Object detection in specific views (e.g., top view, road

view, and aerial view) suffers from a lack of dataset, which

causes class imbalance and difficulties of covering hard ex-

amples. In order to handle these issues, we propose a hard

chip mining method that makes the ratio of each class bal-

anced and generates hard examples that are efficient for

model training. First, we generate multi-scale chips to train

object detector. Next, we extract object patches from the

dataset to construct an object pool; then those patches are

used to augment the dataset. By this augmentation, we can

overcome the class imbalance problem. After that, we per-

form inference with the trained detector on augmented im-

ages, then generate hard chips from misclassified regions.

Finally, we train the final detector by both normal and

hard chips. The proposed method achieves superior results

on VisDrone dataset both qualitatively and quantitatively.

Also, our model is ranked 3rd in VisDrone-DET2019 chal-

lenge (http://aiskyeye.com/).

1. Introduction

It is one of the challenging problems to cover a wide

range of object sizes in object detection. In particular, the

problem becomes more severe when the objects to be de-

tected are very small compared to the input image, such as

aerial images captured from drones or surface images for

defect detection. To alleviate this issue, early works train

models over a range of scales or use independent predic-

tions at layers of different resolutions [10, 14]. Moreover,

studies about network architecture dealing with multi-scale

objects have been proposed. For instance, feature pyra-

mid network (FPN) [15] uses hierarchical features to cover

multi-scale objects while deformable convolution [12, 5]

adjusts the receptive fields for objects of varying sizes.

Recently, to handle multi-scale objects in the training

stage, a new concept called chip was introduced [24, 19,

13]. The main idea of chip-based training is to train mod-
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els only with sub-images (i.e., positive chips) where objects

are likely to present rather than a whole image. For clar-

ity, in the remainder of this paper, we refer to the chip as a

sub-image while the image as a whole image. In chip-based

training, meaningful regions are extracted from a whole im-

age by using ground-truth bounding boxes, then resized to

an appropriate scale. To reduce the false-positive rate and

speed up the training process, Singh et al. [24] also uses

negative chip mining, which can skip easy background re-

gions.

Despite the recent promising results of chip-based train-

ing, there are still several issues when the dataset samples

are scarce. In this paper, we tackle two issues in object de-

tection.

Class imbalance: In the literature of class imbalance in

object detection, most studies have addressed the issue of

imbalance between foreground and background. Tradition-

ally, sampling heuristics or online hard example mining

were performed to balance between foreground and back-

ground [22]. Recently, focal loss was introduced to reduce

the contribution of easy background examples [16]. How-

ever, class imbalance within foreground classes has rarely

been addressed so far. Unfortunately, foreground-class im-

balance causes significant performance degradation, espe-

cially when the dataset samples are scarce.

Hard chip mining: Conventional negative chips [24, 19]

consist of background regions that are likely to include ob-

ject instances but do not contain ground-truth instances. Us-

ing negative chips enables to reduce the false-positive rate.

We argue that performance can be further improved by ag-

gressively using hard examples that confuse models. Here,

hard examples can be background regions, existing object

instances or synthesized object-like instances.

To address these issues, we propose hard chip-based

training, taking into account the imbalance between fore-

ground classes. Our core insight is to leverage object

patches, which are misclassified by models trained from



Figure 1. Overview of the proposed method. First, we train our detection model with positive (i.e., normal) chips. We then cut all

object instances in the dataset and paste them into the existing randomly selected images considering class imbalance and geometric shape

information. We also use an external dataset to reduce the false-positive rate and apply instance masking to resolve heterogeneity between

datasets efficiently. Given patch-level augmented images, we make an inference using models trained on normal chips; and then generate

hard chips containing misclassified instances. Finally, we retrain our detection model with hard chips as well as normal chips.

normal chips, as hard examples. Model inference is per-

formed on augmented images. For this, we cut object

instances from existing images, and paste them to the

other images. However, naively cutting and pasting ob-

ject patches in the existing image set can lead to degrade

performance. Therefore, we take into account geometric

shapes (e.g., location, scale, orientation) and appearance of

transparency when patches are pasted. We further propose a

scheme that can efficiently utilize external datasets to com-

pensate for the lack of existing training data. We evalu-

ate our method on VisDrone-DET dataset from VisDrone

challenge [27, 28, 25, 29, 6], which enables extensive eval-

uation and investigation of visual analysis algorithms on

the drone platform. With the proposed hard chip mining

method, our model is ranked 3rd in VisDrone-DET2019

challenge, which shows promising results of our method

quantitatively. Also, we provide inference results of our

model on VisDrone-DET2019, which shows the effective-

ness of our method qualitatively.

2. Related Work

Although deep learning-based approaches have shown

outstanding performance in various research fields [21, 10,

11, 2], there is a constraint that they usually require huge

amounts of data to ensure high performance. Data augmen-

tation is one of the effective techniques for increasing both

the amount and diversity of data without any supervision.

Conventionally, augmentation techniques, such as transla-

tion, flipping, and rotation, have been used to improve per-

formance by being applied to the input pipeline of existing

models. While various augmentation techniques are widely

applied in image classification [8, 1, 3], augmentation tech-

niques have rarely been addressed in object detection. The

need for data augmentation in object detection is more cru-

cial because collecting labeled data for object detection is

more costly. In considering data augmentation for object

detection, patch-level realism in [7] is closely related to our

method. While their augmentation method focuses on re-

alistic image synthesis, our patch-level augmentations con-

sider class imbalance and generate hard examples, which

lead to improve detection accuracy.

Several attempts have been made to solve class imbal-

ance problem which occurs in object detection. Tradition-

ally, sampling heuristics, such as a fixed foreground-to-

background ratio, have been applied to R-CNN-like detec-

tors by a two-stage cascade [21]. Shrivastava et al. [22]

propose online hard example mining (OHEM) [22], a sim-

ple modification of SGD that focus on hard examples. In

their method, training examples are sampled according to

a non-uniform, non-stationary distribution that depends on

the loss of each example. Recently, focal loss which ap-

proaches class imbalance from the perspective of loss [16].

They reshape the standard cross-entropy loss, which en-

ables to down-weights the loss assigned to well-classified

examples. Despite numerous efforts for class imbalance be-

tween foreground and background regions in object detec-

tion, class imbalance within foreground classes has rarely

been addressed until now. In this study, we propose a

method that can directly handle class imbalance between

foreground classes, and demonstrate its effectiveness in our

experiments.

Meanwhile, considerable efforts have been devoted to

cover a wide range of object sizes in object detection

[10, 15, 12, 24]. Among them, SNIPER [24] has shown

promising results in recent years, and several subsequent

approaches consider chip-based training for efficient object

detection [19, 13]. Motivated by these approaches, we train

our model with positive chips (i.e., sub-images) where ob-

ject instances are likely to present. In our approach, in-

stead of using conventional negative chip mining, we pro-

pose hard chip mining. While negative chips only focus on



Figure 2. Patch-level augmented images. (top) augmented images from VisDrone-DET dataset (bottom) augmented images from DOTA
dataset.

reducing the false-positive rate, our hard chips are designed
to not only reduce the false-positive rate but also leverage
augmented hard examples. Also, hard examples are aug-
mented considering the number of samples per each class,
so foreground-class imbalance can be effectively resolved
in our approach.

3. Method

Our objective is to solve the foreground-class imbalance
problem in object detection and to exploit hard examples
aggressively. To this end, we train our model using both
normal chips (i.e., positive chips) and our proposed hard
chips at multiple scales. Fig.1 illustrates the overview of
the proposed method.

3.1. Network Architecture

Architecture choice is a very important issue in deep
learning-based approaches. Conventional object detection
techniques using deep neural networks can be divided into
two categories: one-stage detector and two-stage detector.
One-stage approaches jointly localize object instances and
classify their labels without the proposal extraction stage
commonly used in two-stage detectors. Compared to two-
stage detectors, the one-stage detectors are faster and sim-
pler but usually show a lower accuracy. As indicated by
[28], YOLO [20], SSD [18], and RetinaNet [16] are repre-
sentative one-stage models. On the other hand, two-stage

detectors “rst generate a pool of object proposals using a
separated region proposal generator and then predict accu-
rate object regions and their class labels. Representative
two-stage detectors include Faster R-CNN [21], R-FCN [4],
Mask R-CNN [9], and FPN [15]; and most studies use a
Faster R-CNN model as a baseline in recent years.

According to the report of VisDrone-DET2018 chal-
lenge [28], a total of 34 different object detection methods
were submitted and they can be categorized into four base-
line models: SSD [18], Faster R-CNN [21], R-FCN [4], and
FPN [15]. Consistent with the comparison results in the MS
COCO dataset [17], FPN achieves the best performance,
SSD performs the worst, and R-FCN outperforms Faster
R-CNN. Taking into account promising results of FPN in
previous studies, our model architecture is based on FPN-
based Faster R-CNN in which the backbone is ResNet-101.

3.2. Normal Chip Mining

Since most of the background regions are easy to clas-
sify, object detection can be ef“ciently processed on the
multiple regions-of-interest (ROIs) rather than a whole im-
age. Here, we consider the ROIs containing ground truth
instances in an image as normal chips. It is known that it
is better to ignore gradients of extremely large or small ob-
jects for each scale during multi-scale training [23]. To take
advantage of this scheme, we construct normal chips on a
multi-scale in which there is a desired area range for each
scale.












