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Abstract

Local-to global point cloud registration is a challenging

task due to the substantial differences between these two

types of data, and the different techniques used to acquire

them. Global clouds cover large-scale environments and

are usually acquired aerially, e.g., 3D modeling of a city

using Airborne Laser Scanning (ALS). In contrast, local

clouds are often acquired from ground level and at a much

smaller range, for example, using Terrestrial Laser Scan-

ning (TLS). The differences are often manifested in point

density distribution, occlusions nature, and measurement

noise. As a result of these differences, existing point cloud

registration approaches, such as keypoint-based registra-

tion, tend to fail. We improve upon a different approach, re-

cently proposed, based on converting the global cloud into

a viewpoint-based cloud dictionary. We propose a local-to-

global registration method where we replace the dictionary

clouds with viewpoint descriptors, consisting of panoramic

range-images. We then use an efficient dictionary search in

the Discrete Fourier Transform (DFT) domain, using phase

correlation, to rapidly find plausible transformations from

the local to the global reference frame. We demonstrate

our method’s significant advantages over the previous cloud

dictionary approach, in terms of computational efficiency

and memory requirements. In addition, We show its supe-

rior registration performance in comparison to a state-of-

the-art, keypoint-based method (FPFH). For the evaluation,

we use a challenging dataset of TLS local clouds and an

ALS large-scale global cloud, in an urban environment.

1. Introduction

Local-to-global 3D point cloud registration involves

finding the rigid transformation between the reference

frame of a local point cloud and that of a large-scale, global

point cloud. A global point cloud is a representation of a

large-scale scene (e.g., neighborhood, town, or city), ac-

quired from multiple viewpoints, and united into a compre-

hensive 3D model. On the other hand, a local point cloud is

a representation of a smaller environment, contained within

the large-scale scene, and is acquired from a single view-

point, or possibly a small set of nearby viewpoints.

The distinction between these two types of point cloud

data is a result of employing different acquisition tech-

niques. For example, typical means of 3D data acquisi-

tion of outdoor large-scale environments are Airborne Laser

Scanning (ALS), also known as airborne LiDAR (Light De-

tection and Ranging), or photogrammetry based on aerial

imagery. Examples of outdoor local cloud acquisition tech-

niques are Terrestrial Laser Scanning (TLS) and stereo re-

construction. Due to the differences between the local and

global clouds acquisition methods, the two types of point

cloud data tend to have significantly different properties.

For example, airborne and terrestrial scans suffer from in-

herently different kinds of occlusion, due to the difference

in typical scanning angles. In addition, while airborne

scans typically better capture horizontal surfaces (such as

rooftops) over vertical ones, the opposite is true for terres-

trial scans. This often leads to substantially different point

density distribution between global and local clouds. See

examples of an ALS global cloud and a TLS local cloud in

Fig. 1 and Fig. 2, respectively.

Because of these local-vs-global dissimilarities, standard

point cloud registration methods, such as keypoint-based

registration, tend to fail or require impractical computa-

tional resources. Keypoint-based methods rely on detect-

ing locally unique points, in both clouds, and characterizing

them, using local 3D descriptors. Then, initial registration

is carried out based on finding correspondences between de-

scriptors, often followed by an iterative registration refine-

ment step. However, due to the differences between local

and global clouds, the tasks of finding repeatable keypoints

in both clouds, and establishing correct correspondences be-

tween their descriptors, become much more challenging.

In this work, we propose an approach to solving the

local-to-global point cloud registration problem, which

891



 

Figure 1. Local-to-global registration result, obtained using the

proposed method, between 108 TLS clouds (shown in color), and

the ALS cloud (shown in grayscale). Mean localization error is

0.43m (STD = 0.27m), and the mean RRE is 0.76o (STD =
0.37o).
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Figure 2. Local cloud example, acquired by a terrestrial LiDAR

scanner. The scanner location is marked with a magenta asterisk.

builds upon the method proposed in [1]. As in [1], our

approach involves creating a viewpoint dictionary over

the global cloud, and solving the local-to-global registra-

tion problem through dictionary search. However, while

in [1] the dictionary consists of multiple dictionary clouds

per viewpoint, our dictionary is comprised of a single

panoramic range-image per viewpoint. We show that

panoramic range-images can be used to capture discrimina-

tive geometric information of the global cloud, with respect

to the dictionary viewpoints, such that they enable efficient

dictionary search. We show that our method greatly re-

duces computational complexity and memory requirements

in comparison to [1], without loss in registration accuracy.

Our main contributions in this paper are:

1. We introduce the use of viewpoint descriptors within

the viewpoint-dictionary based registration frame-

work, proposed in [1]. We demonstrate that replac-

ing the dictionary clouds, used in [1], with panoramic

range-images, used as viewpoint descriptors, leads to

considerable reduction in memory requirements and

computational complexity, without loss in registration

accuracy.

2. We propose the use of phase-correlation-based im-

age registration [5, 10], for panoramic range-image

matching, and to enable efficient dictionary search and

rapid local-to-global initial (coarse) registration, with

or without prior knowledge such as GPS data).

2. Related work

2.1. Keypoint­based point cloud registration

One of the most commonly used point cloud registra-

tion approaches is keypoint-based registration. Generally,

keypoint-based registration methods include the following

main steps: keypoint detection, keypoint descriptors com-

putation, establishing keypoint correspondences based on

descriptor matching, coarse registration, often based on a

variation of RANSAC, and registration refinement, usually

with a variation of ICP. Several comparative works have

been published in the last few years regarding keypoint de-

tection [14, 21], keypoint descriptors [7], and ICP [16]. The

Fast Point Feature Histogram (FPFH) [17], a commonly

used keypoint descriptor, has been shown in [7] to be mem-

ory efficient, reasonably descriptive and computationally

efficient. In [17], multi-scale FPFH descriptors are also

used for persistent keypoint detection, by selecting points

whose FPFH descriptors are consistently unique across dif-

ferent scales. In the same work, it has also been shown that

FPFH descriptors may be used for registration of large-scale

TLS scans. We demonstrate that using an FPFH-based reg-

istration process, as described in [17], is less reliable for

a large-scale local-to-global registration scenario such as

TLS-to-ALS registration.

2.2. Line/plane based point cloud registration

A common strategy for large-scale local-to-global point

cloud registration is matching sets of linear or planar fea-

tures. In [8], line-features are detected in both TLS and

ALS point clouds, and are used for registration in sepa-

rate rotation and translation steps. However, it was found

in [8] that this resulted in unstable registration results, be-

cause line features do not capture the sense of outside vs.

inside in a scene (sometimes leading to erroneously placing

the TLS sensor inside a building rather than outside). In

our viewpoint-grid-based method, this problem is avoided

by creating dictionary viewpoints only outside (as described

in 4.1). A plane-feature based registration method between
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Mobile Laser scanning (MLS) clouds and ALS clouds, was

proposed in [20]. Although the method achieves low lo-

calization errors, it heavily relies on odometry and GPS

for initial registration. Plane-based point cloud registration

was also explored by Pathak et al., in [15]. However, their

method tackles registration of sequences of local clouds,

and not local-to-global registration.

2.3. Cloud dictionary based registration

Since our work is based on the principle of using a view-

point dictionary, we briefly review here the point cloud

registration approach proposed in [1], which is based on

converting the global cloud into a dictionary of viewpoint-

based smaller clouds. Then, local-to-global point cloud reg-

istration is carried out via a constrained dictionary search.

A viewpoint grid is created over the global cloud P , in

a way that aims to capture possible viewpoints of a sen-

sor, carried by a pedestrian, or mounted on a vehicle mov-

ing through the scene. Each viewpoint v ∈ ℜ3×1 is placed

at a certain height above ground in the direction of the

ground’s normal vector. For each grid viewpoint v, a part of

the global cloud, which includes the points whose distance

from v is smaller than a certain radius rmax , is cropped. Let

us denote the cropped part of the global cloud as Pv. Next,

Pv is used to create a set of possibly overlapping dictionary

clouds. This is done by defining a set of Ndir reference

frames {Ov,i}i=1 ,...,Ndir
, whose origin is v. The z-axes of

the reference frames are all aligned with the local ground’s

normal vector. The x-axes rotation angles around the com-

mon z-axis are evenly divided between −π and π. The y-

axes are defined using cross-products to define right-hand

reference frames. A dictionary cloud is created for each

reference frame Ov,i by treating the x-axis as a ”viewing

direction” and by cropping Pv according to a desired hori-

zontal Field-of-View (FoV) angle. Then, the cropped part of

Pv is transformed from the global reference frame to Ov,i .

The FoV angle and radius rmax of each dictionary cloud are

set such that they resemble those of the local clouds. Since

each dictionary cloud is stored in its own reference frame,

it is possible to compare a local cloud to each of the dictio-

nary clouds without transforming it to numerous poses. It

only needs to be transformed once, such that the local cloud

viewpoint is translated to the origin, the z-axis is aligned

with the local cloud ground normal vector, and the x-axis

points in the direction of the middle of the local FoV.

The comparison is done using a Root Mean Square Error

(RMSE) criterion over the nearest-neighbor distances from

each point in the local cloud to a dictionary cloud. The

best matching dictionary clouds (e.g., a small percentage or

fixed number of clouds with the lowest RMSE values) are

selected as candidate matches to the local cloud. Based on

each of these candidates, a coarse registration is computed

between the local and global clouds. Then, each coarse reg-

istration is refined using the iterative closest point (ICP) al-

gorithm [3] between the local cloud and the corresponding

candidate dictionary cloud. Finally, the best registration is

selected based on the lowest RMSE score after using ICP.

In this work, we demonstrate that replacing the dic-

tionary clouds of [1] with viewpoint descriptors, i.e.,

panoramic range-images, greatly reduces the memory re-

quirements of storing the dictionary and also accelerates

dictionary search.

3. Viewpoint descriptor

In this section, we introduce several concepts that will be

used in section 4, where we describe our proposed local-to-

global registration pipeline. These concepts serve the pur-

pose of improving the registration method in [1], by replac-

ing dictionary clouds with viewpoint descriptors. Instead

of creating a set of dictionary clouds for each viewpoint,

as in [1], we compute a single descriptor per viewpoint.

In using such descriptors, our aim is to capture discrimi-

native geometric information of the 3D environment with

respect to a specific viewpoint. We require the descriptor to

allow efficient viewpoint dictionary search, while maintain-

ing low memory usage. Additional desirable properties are

robustness to noise, occlusions, and clutter. In sub-sections

3.1 and 3.2 we describe a viewpoint descriptor which ful-

fills these requirements, and propose an efficient method for

matching pairs of descriptors.

As in [1], we also use a grid of viewpoints, spread over

the global cloud P , given in a reference frame O , in a way

that aims to capture possible viewpoints of the sensor used

to acquire the local clouds. Then, For each grid viewpoint

v, we define an individual reference frame Ov. The origin

of Ov is located at the viewpoint v, its z-axis is aligned with

the normal vector to the ground in the vicinity of v, and

the x-axis direction is chosen arbitrarily. Before comput-

ing a viewpoint descriptor for v, a part of the global cloud

is cropped to obtain Pv = {pv,i ∈ ℜ3×1}i=1 ,...,Npts
, as de-

scribed in section 2.3, where Npts is the number of points

in Pv. Pv is then transformed to the new reference frame to

obtain P̃v:

p̃v,i = Rv
T (pv,i − v), i = 1, ..., Npts, (1)

where the columns of Rv are unit vectors corresponding to

the axes of Ov. Before computing a viewpoint descriptor

for a local cloud, similar steps are carried out.

3.1. Panoramic range­images

A possible way to capture discriminative geometric in-

formation of a 3D environment, with respect to a cer-

tain viewpoint, is creating a panoramic range-image. We

describe the creation of a panoramic range-image of a

point cloud P̃v, given in a viewpoint reference frame Ov.
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The following process is the same for either a part of

the global cloud or for a local cloud. The points of P̃v,

p̃v,i = [xi yi zi ]
T , are converted from Cartesian to spheri-

cal coordinates:

ri =
√

x2

i + y2i + z2i , (2a)

θi = arctan(zi/
√

x2

i + y2i ), θi ∈ [−π/2, π/2] (2b)

φi = arctan(yi/xi), φi ∈ [−π, π] (2c)

where ri , θi , and φi respectively represent range, elevation

angle, and azimuth of the point p̃v,i . Note that in our se-

lected spherical coordinates convention, θ is measured from

the z = 0 plane. A rectangular grid, with angular resolu-

tion α, is defined over the (θ, φ) space such that the domain

[−π
2
, π
2
]× [−π, π] is divided into M by N rectangular bins.

In each bin, or range-image pixel, we assign the minimal

range value of all points that fall within. We have found

that using the minimum range, which is simple to compute,

is suitable for capturing enough geometric information for

range-image matching (section 3.2), and dictionary search

(section 4). Pixels not containing any points are assigned

zero range values. The time complexity of creating a range-

image in this way is O(Npts). We note that a more accu-

rate method of creating a range-image may be to use ray

intersections with a reconstructed mesh. However, doing

so based on [13], has not led to a significant improvement

in registration results due to the robustness of the proposed

phase-correlation-based range-image matching.

We note that instead of using 2D range-images, we have

also used skyline-like 1D descriptors with some success.

Such 1D descriptors consist of the height values corre-

sponding only to the topmost non-zero pixels in each col-

umn of the range-image. However, for increased robustness

and descriptive power we opted for the 2D range-images.

Another viewpoint descriptor option is an Extended

Gaussian Image (EGI) [9]. EGIs can be used for point cloud

alignment via correlation in the Fourier domain, as pro-

posed in [12]. However, computing an EGI requires normal

estimation for all cloud points, which may be computation-

ally prohibitive for large-scale clouds. In contrast, the pro-

posed method requires normal estimation only for a small

set of viewpoints, as described in 4.2.

Examples of panoramic range-images created from a lo-

cal cloud (terrestrial LiDAR scan) and a corresponding part

of the global cloud (created from airborne LiDAR scans),

are shown in Fig. 3. It can be seen that the range-image

created from part of global cloud contains artifacts (”holes”

in building walls), which occur due to the low point den-

sity on vertical surfaces in airborne LiDAR scans. As we

describe in section 3.2, when we are given a local range-

image, the phase-correlation-based method that we use for

range-image matching, not only allows us to detect rele-

vant dictionary viewpoints despite these artifacts, but also

Figure 3. Panoramic range-images created from a local cloud (top)

and a corresponding part of the global cloud (bottom). The dis-

tance between the two different viewpoints is 1.64m. Both range-

image sizes are 45 × 90. While the local range-image is rela-

tively smooth, the dictionary range-image contains artifacts such

as ”holes” in building walls. This is a result of the low point den-

sity on vertical surfaces, in ALS scans.

to gain information regarding the necessary alignment from

the local reference frame to the global one.

3.2. Phase correlation

As mentioned above, we propose to find matching grid

viewpoints to a given local cloud by applying phase cor-

relation between the local cloud range-image and each of

the dictionary range-images, within a relevant search area.

Image alignment methods based on phase correlation have

been shown to have good accuracy and robustness to oc-

clusion and to narrow-band noise [5, 10], especially be-

tween images whose registration can be solved by trans-

lation. Note that since we use phase correlation between

panoramic range-images, translation in the image plane

corresponds to changes in elevation angle and in azimuth.

We briefly describe the computation of phase correlation

between two images, ga(m,n) and gb(m,n), where m and

n are row and column indices. The 2D Discrete Fourier

Transform is computed for each image:

Gs(u, v) = DFT{gs(m,n)}, s ∈ {a, b}, (3)

followed by the computation of the normalized cross-power

spectrum:

R(u, v) = G∗

aGb/|G
∗

aGb| , (4)

where G∗

a represents the complex conjugate of Ga . Note

that the numerator in the fraction above is the DFT of a

cyclic cross-correlation between ga and gb . The phase cor-

relation is found by computing the inverse DFT of R(u, v):

r(m,n) = IDFT{R(u, v)}. (5)
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In order to find the shift between the two images, we search

for the peak value of r(m,n):

(m∗, n∗) = argmaxm,n{r(m,n)}. (6)

Using the DFT shift theorem, it can be shown that if

gb is a cyclic shift of ga by integer values (∆m,∆n),
then their phase correlation is a Kronecker delta at

m∗ = ∆m,n∗ = ∆n , which allows to accurately estimate

the cyclic shift between the images. It is known that the

time complexity of computing the phase correlation be-

tween two images of size M by N , when using radix-2 FFT,

is O(M̂ N̂ log2 M̂ N̂ ), where M̂ and N̂ are the closest pow-

ers of 2 that are larger than M and N respectively.

Let us assume the images ga and gb are panoramic range-

images, created using the same viewpoint and the same ref-

erence frame, up to rotation around the z-axis. Then, a hor-

izontal shift ∆n between them, is equivalent to rotation be-

tween the corresponding reference frames by angle ∆φ:

∆φ = 2π∆n/N. (7)

However, when the viewpoints of each of the range-images

are not exactly the same, or if the z-axes of the two reference

frames that were used to create them are not exactly aligned,

the rotation is only approximately correct.

Panoramic range-images are cyclic in the horizontal di-

rection (azimuth), but not in the vertical direction (elevation

angle). However, in typical urban scenes, several upper and

lower rows of a range-image, which correspond to looking

almost straight up or down, typically do not contain sig-

nificant geometric information and so can be assigned with

zeros. This is similar to multiplying the image with a win-

dow function in the vertical direction, which mitigates the

effect of the image being non-cyclic in that direction.

Fig. 4 demonstrates the phase correlation between the

two panoramic range-images from Fig. 3. It can be seen that

despite the dissimilarities between the two images, caused

by occlusions, viewpoint difference, and lower point den-

sity on vertical surfaces in the global cloud, the peak phase

correlation, whose location indicates the shift between the

two images, is easily discernible.

4. Proposed registration pipeline

In this section, we describe the overall local-to-global

registration pipeline of our proposed method (see block di-

agram in Fig. 5). We distinguish between two types of al-

gorithmic steps, carried out offline or online. The offline

steps are done only once and involve downsampling and

ground detection in the large-scale global cloud, followed

by creation of the viewpoint dictionary. The online steps

are done for each local cloud after it is acquired. These

steps include denoising and downsampling, viewpoint de-

scriptor creation, selection of candidate dictionary view-

-0.1

0

0.1

/2

0

- /2 /2
/4

0
- /4- - /2

-0.15

-0.1

-0.05

0

0.05

0.1

Figure 4. Phase correlation between the two panoramic range-

images from Fig. 3. Despite the dissimilarities between the two

images, the peak phase correlation, is easily discernible. The

peak’s position at (θ, φ) = (0.07, 0) reflects that the images are

quite well aligned.

Figure 5. Proposed method block diagram.

points (based on phase correlation results), coarse regis-

tration, RMSE verification (whose purpose is rejection of

unlikely candidates), and finally, registration refinement.

Next, we provide additional details on each of these steps.

4.1. Preprocessing and ground detection

Preprocessing of the global cloud consists here of down-

sampling, which is done using a voxel grid. We define a reg-

ular 3-dimensional, cubic grid over the entire global cloud,

with voxel size dG
voxel . In voxels that contain more than

a single point, we select one at random, and the rest are re-

moved. Depending on voxel size, it allows for strong down-

sampling in areas where the global cloud is dense (such

as roads or rooftops), and weak downsampling, where it

is sparse (e.g., building walls). Preprocessing of the local

clouds may involve denoising, if necessary, according to

the type of data used. Downsampling is done similarly to

the global cloud, using a voxel grid with a voxel size dL
voxel .

Ground detection in the global cloud is done via a region
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growing algorithm (such as available in PCL [18]). This al-

lows rejecting viewpoints that are not near the ground (e.g.,

inside buildings or on rooftops), as described in section 4.2.

4.2. Viewpoint dictionary creation

The first step of dictionary creation is the definition of a

viewpoint grid over the global cloud. We create a 2D reg-

ular grid of points in x and y, with grid distance dgrid . For

each point, we find the nearest-neighbor in the global cloud

(only in x,y), using a k-d tree [2, 6]. The z coordinate of the

nearest-neighbor temporarily defines the z coordinate of the

corresponding viewpoint. The height above ground of the

local-cloud acquisition sensor is notated as dsensor . Grid

viewpoints whose distance to the nearest ground point is

larger than 2dsensor are removed. For each viewpoint, an

upward-facing normal vector of the ground near it is esti-

mated. This is done by cropping an r -neighborhood around

the viewpoint from the ground point cloud found in 4.1 (we

use r = 3m), and fitting it with a plane using the MLESAC

algorithm [22]. The normals are oriented upwards such that

their z coordinate is positive. Then, each grid viewpoint is

moved along its normal vector by this value.

Once the viewpoint grid is defined, the viewpoint de-

scriptors are created. For each grid viewpoint, a panoramic

range-image is created as described in section 3.1. The set

of these descriptors constitutes the viewpoint dictionary, re-

placing the dictionary clouds defined in [1]. We note that

computing phase-correlation requires only the DFT coeffi-

cients of the images, and not the images themselves. Hence,

the viewpoint dictionary may contain only the DFT coeffi-

cients, where their computation is done offline as well.

To demonstrate the advantages of the proposed approach

over the method in [1], we compare the proposed dictionary,

which contains range-images DFT coefficients, to the cloud

dictionary used in [1]. The comparison is done in terms

of memory requirements, and in terms of dictionary search

time-complexity. It is assumed that each coordinate (x,y, or

z) is represented by 4 bytes and each complex DFT coeffi-

cient is represented by 8 bytes. We also assume that each

dictionary or local cloud contains Npts points. In [1], each

viewpoint corresponds to Ndir dictionary clouds.

The memory required per viewpoint is 3NdirNpts×4
bytes in [1], in comparison to 2MN×4 bytes in the pro-

posed method. The dictionary search in [1] is based on com-

puting the RMSE over nearest-neighbor distances between

the local cloud and each dictionary cloud. Comparing the

local cloud to a single dictionary viewpoint consists of Ndir

RMSE computations. Using a k-d tree, the time complex-

ity of Ndir RMSE computations is O(NdirNpts logNpts),
on average. In the proposed method, the time complexity

of comparing a local range-image to a dictionary viewpoint

range-image, using phase correlation, is O(M̂ N̂ logM̂ N̂ )
as mentioned in section 3.2. We note that phase correla-

Table 1. Comparison between using dictionary clouds ([1]) and the

proposed method in terms of memory requirements per viewpoint

and of time complexity of checking a match between a local cloud

and a dictionary viewpoint. Examples below are shown for typi-

cal parameters values: Ndir = 24,Npts = 104,M = 45,N =
90, M̂ = 64, N̂ = 128.

Dictionary contents

Point

clouds [1]

Range-images

(proposed)

Memory per

viewpoint

in bytes

3NdirNpts×4

{2880K}

2MN×4

{32.4K}

Time

complexity

O(NdirNpts log2Npts)

{NdirNpts log2Npts

≈ 3.19 · 106}

O(M̂ N̂ log2 M̂ N̂ )

{M̂ N̂ log2 M̂ N̂

≈ 0.11 · 106}

tions between a local range-image and a set of dictionary

range-images are independent. Thus, they can be com-

puted in parallel. In Table 1, we summarize the compari-

son above and substitute the relevant parameters with typ-

ical values for demonstration. The overhead of creating

the local range-image (O(Npts), see section 3.1), is neg-

ligible in comparison to computing phase-correlations with

the range-images of NgridSearch grid viewpoints within the

search area (e.g., NgridSearch = 200 ). It can be seen that

the proposed method requires less memory by almost two

orders of magnitude and its time complexity is lower by

more than an order of magnitude.

The following steps are done online (see lower part of

Fig. 5), for each acquired local cloud, after it is prepro-

cessed, as described in section 4.1, and its viewpoint de-

scriptor is computed, as in section 3.1.

4.3. Candidate viewpoint selection

In this step, we identify candidate dictionary viewpoints,

whose descriptors match the viewpoint descriptor of a given

local cloud. If a GPS reading is available, we limit the

search to grid viewpoints whose distance from the GPS

reading is smaller than Rsearch . If a GPS reading, or any

other kind of additional information, is unavailable, the en-

tire viewpoint grid is considered. Candidate selection is

done by computing phase correlations between the local

viewpoint descriptor and each of the dictionary viewpoint

descriptors, within the search area. Then, Ninitial dictio-

nary viewpoints, with the largest phase-correlation peaks

are selected as initial candidates.

4.4. Coarse registration and RMSE verification

For each of the initial candidates, we compute a local-to-

global coarse registration. This is done by first translating

the local cloud such that its viewpoint is moved to the cor-

responding candidate grid viewpoint. Then, the local cloud
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is rotated, using the following rotation matrix:

Rcoarse = RD
v ·RPhC(∆φ) · (RL

v )
T
, (8)

where the columns of RL
v correspond to the axes of the

local viewpoint reference frame, given in the local refer-

ence frame, and RD
v corresponds to the axes of the dictio-

nary viewpoint reference frame, given in the global refer-

ence frame. RPhC (∆φ) represents a rotation around the z

axes, by angle ∆φ, derived from the location of the phase-

correlation peak. When the local and dictionary viewpoints

are the same and their normal vectors are aligned, this rota-

tion is exact. The farther the two viewpoints are, the rotation

becomes less accurate. In addition, if the phase-correlation

peak is shifted from 0 in the elevation angle (θ) direction,

this suggests the normal vectors are misaligned, which may

cause an incorrect rotation. Since we next use RMSE veri-

fication, such incorrect rotations are likely to be rejected.

Next, we compute the Root Mean Square Error (RMSE),

over the nearest-neighbor distances from each of the local

cloud points to the global cloud. Only Nfinal candidates,

with the lowest RMSE scores are considered in the follow-

ing registration refinement step. This selection is done as

a candidate filtering step, in order to reject unlikely candi-

dates as well as to reduce the computational effort needed

in the registration refinement step.

4.5. Registration refinement

Finally, the Nfinal coarse registrations, corresponding to

the final candidates, are refined using ICP [3], while re-

jecting nearest-neighbor pairs whose distance is larger than

dmax . Alternatively, one of the more recent variations of

ICP (e.g., [4]), may be used instead. The final local-to-

global registration is selected based on the lowest RMSE

score achieved after the refinement.

5. Experimental setup

We tested the performance of the proposed registration

method on a dataset of LiDAR-scanned point clouds in a

large-scale urban environment. The dataset includes a large-

scale global cloud and 108 local clouds. The point cloud

data and ground truth transformations were provided by

GeoSim [23].

The global cloud was acquired in Vancouver using a

Leica ALS80 airborne LiDAR sensor, covering an area of

∼0.93km2 (see Fig. 1). After downsampling in the pre-

processing step (dGvoxel = 0.5m), the global cloud contains

about 5.8M points. The global cloud is given in a standard

global coordinate system (WGS84).

The local clouds were acquired using a Z+F IMAGER

5010 3D Laser scanner. The maximal range of the scan-

ner is 187m (we limit local cloud range to rmax = 100m).

The raw data is treated as a panoramic range-image, whose

size is 2222× 5002. Each raw local clouds contain

2222× 5002 ≈ 11M points. The sensor was mounted on

a vehicle at a height dsensor of approximately 2m above

the ground. For denoising, the median range was computed

using a 7× 7 filter. A pixel whose range is different from

its 7× 7 neighborhood median range by more than 0.03m
is considered invalid and its corresponding cloud point is

removed. The local clouds are then downsampled, using a

voxel grid (dLvoxel = 0.25m), as described in section 4.1.

After denoising and downsampling, each local cloud con-

tains, on average, around 80K points. Each local clouds is

given in its own reference frame, where the sensor is located

at the origin. Fig. 2 displays an example of a local cloud.

The provided ground truth transformations between the

local reference frames and the global one are found based

on differential GPS measurements, refined by a Waypoint

software solution [24], using ground control points. For ad-

ditional details, see [19].

6. Results

We evaluate the performance of the proposed algorithm

in terms of registration accuracy and runtime. Registra-

tion accuracy is measured by localization and rotation er-

rors. Localization error is defined as the Euclidean dis-

tance between the location of the local sensor according

to the ground truth, and its location according to the es-

timated local-to-global transformation. Rotation error is

measured by the Relative Rotation Error (RRE) criterion,

defined in [11] as the sum of absolute Euler angle errors

between the Ground truth and estimated rotation. The time

measurements are for a MATLABr implementation, run on

a PC (i7-5820K CPU @ 3.30 GHz, RAM: 64GB). The fol-

lowing reported runtime measurements of registration time

per local cloud do not include local cloud preprocessing

(denoising and downsampling), since it may vary signifi-

cantly for different sensors used to acquire the local clouds.

The mean denoising time per local cloud, averaged over the

108 local clouds, is 4.9sec (STD = 0.2sec), and the mean

downsampling time is 1.1sec (STD = 0.2sec).
We have found that it is beneficial to further downsample

both the local and global clouds, prior to the RMSE verifi-

cation and registration refinement steps. Further downsam-

pling, using a voxel size of dvoxel = 2m, has led to a reduc-

tion in registration time per local cloud, with no decrease in

registration accuracy.

The following registration results, were obtained while

using a fixed set of reference parameters, shown in Table 2.

The mean localization error, for the reference set of param-

eters, is 0.43m (STD = 0.27m), and the mean RRE is

0.76o (STD = 0.37o) (see registration in Fig. 1). The

maximal localization error and RRE are 1.84m and 1.85o,

respectively. The mean registration time per local cloud is

2sec (STD = 0.4sec) (not including preprocessing time).

897



Table 2. Reference set of main parameters.

Parameter Value Description

dgrid 3m Viewpoint grid distance

α 4o range-images angular resolution

Rsearch 30m
Initial candidate search

radius around GPS reading

Ninitial 10 Number of initial candidates

Nfinal 3 Number of final candidates

dmax 7m
Max. valid nearest-neighbor

distance in ICP

For the reference set of parameters, the typical number of

viewpoints in a search area is 200.

We have also tested the influence of changing the grid

distance dgrid, or the angular resolution α, while the other

parameters remain fixed. The mean localization error and

RRE (as well as their corresponding STDs), remained un-

changed for dgrid ∈ [2m, 5m] and α ∈ [2o, 8o]. This is

the consequence of using ICP, which converges to a good

solution from a range of possible coarse registrations.

We evaluated the algorithm’s performance, when no GPS

reading is available, such that the search for candidates is

done over the entire viewpoint grid, containing approxi-

mately 43K viewpoints. This simulates a one-time sce-

nario where a ”blind” initialization is necessary. In order

to obtain registration accuracy close to the reference, the

number of initial candidates Ninitial was increased from 10

to 40, and the number of final candidates Nfinal was in-

creased from 3 to 5. The mean localization error, in this

case is 0.44m (STD = 0.27m), and the mean RRE is

0.78o (STD = 0.39o). The maximal localization error and

RRE are 1.94m and 1.96o, respectively. The mean registra-

tion time per local cloud is 15.4sec (STD = 0.7sec).

In comparison to [1], for a subset of 24 local clouds,

we achieve similar registration accuracy (localization errors

and RRE), while significantly reducing memory require-

ments and time complexity, as discussed in section 4.2.

We also compared the performance of the proposed

local-to-global registration algorithm to that of FPFH [17],

using the same subset of 24 local clouds. We selected per-

sistent feature points in both local and global clouds, using

multiscale FPFH features, as described in [17]. We used

four neighborhood radiuses: 1m,2m,3m,4m. Configura-

tions with doubled or halved radiuses were also tested. The

parameter β, that controls the uniqueness of selected fea-

ture points in [17], was set to 1.5, which resulted in ∼1000
feature points per local cloud. Initial registration was found

using the SAmple Consensus Initial Alignment (SAC-IA)

algorithm, described in section IV of [17]. The number

of iterations used was 2000 and the number of nearest-

neighbors in FPFH feature-space (L1-metric), considered

for each local cloud descriptor was 30. Finally, registration

refinement was performed using point-to-point ICP, simi-

larly to our proposed method.

Using these configurations, at most 6 out 24 local clouds

had localization errors lower than 3m. For the other 18

clouds the registration failed, due to the small number of

correct correspondences established between the local and

global clouds. We found that establishing correct corre-

spondences between point clouds with very different prop-

erties, based on local features, such as FPFH, is unreliable.

In contrast, using the proposed method, the maximal local-

ization error over the same 24 local clouds, was 0.79m).

7. Conclusion

We presented in this work a local-to-global point cloud

registration method, based on a viewpoint dictionary which

uses panoramic range-images as viewpoint descriptors. An

efficient dictionary search method was proposed, using

phase correlation between panoramic range-images. It was

shown that the use of these viewpoint descriptors have re-

sulted in substantial improvements over [1], that uses a dic-

tionary of clouds. Dictionary memory requirements were

reduced by almost two orders of magnitude, and dictio-

nary search time was reduced by more than one order of

magnitude, without reducing the registration accuracy. We

have demonstrated the robustness of the method to sig-

nificant difference in properties between local and global

clouds, even without using GPS. In terms of runtime, we

have shown that the method can achieve local-to-global reg-

istration, in a large-scale 3D environment, in a few sec-

onds per local cloud (on a PC, running MATLABr). We

have also shown the advantages of the proposed method

over a state-of-the-art feature-based point cloud registration

method (FPFH), in a challenging local-to-global registra-

tion scenario.

We believe the proposed method could prove useful for

other applications such as indoor/outdoor robot localization

(e.g., solving the ”kidnapped robot” problem), and can

be adapted for registration of sequences of local clouds,

without a global cloud.
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