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Abstract

Detecting logo frequency and duration in sports videos

provides sponsors an effective way to evaluate their ad-

vertising efforts. However, general-purposed object detec-

tion methods cannot address all the challenges in sports

videos. In this paper, we propose a mutual-enhanced ap-

proach that can improve the detection of a logo through the

information obtained from other simultaneously occurred

logos. In a Fast-RCNN-based framework, we first introduce

a homogeneity-enhanced re-ranking method by analyzing

the characteristics of homogeneous logos in each frame, in-

cluding type repetition, color consistency, and mutual ex-

clusion. Different from conventional enhance mechanism

that improves the weak proposals with the dominant propos-

als, our mutual method can also enhance the relatively sig-

nificant proposals with weak proposals. Mutual enhance-

ment is also included in our frame propagation mechanism

that improves logo detection by utilizing the continuity of

logos across frames. We use a tennis video dataset and an

associated logo collection for detection evaluation. Experi-

ments show that the proposed method outperforms existing

methods with a higher accuracy.

1. Introduction

Logo detection in images and videos has been gaining

considerable attention in the last decade, with many appli-

cations such as traffic-control systems and measurement of

brand exposure. Detecting and classifying logos in videos

are valuable for business analysis, especially for television

advertisers. The frequency and duration of logos allow

sponsors to evaluate the effect of their advertising efforts.

Detection requires localizing objects within an image.

Existing researches on logo detection and recognition have

made great achievements in still image [1, 2, 20, 23, 28].

Most logo databases adopted by retrieval systems consist of

still images only [13, 22, 23, 26]. The logos in still images

are generally clear and likely to be captured from a front

facing view. However in videos, due to zooming, panning

Figure 1. Challenges in logo detection. The logos from the same

sponsor, (a), (b), and (c) have different layouts and deformation in

tennis videos. The logos in neighboring frames (d), (e), and (f),

suffer from motion blur and partial occlusion.

and changing in camera exposures, the chrominance level

changes frequently, and the logos are often deformed and

blurred. Consequently, the logo detection for videos faces

many more challenges.

Logo detection could be considered as a sub problem of

object detection. The existing approaches [3, 7, 15] gener-

ally consist of two important modules: detecting candidate

object regions and classifying those regions. Besides the

common challenges in object detection in videos, the de-

tection of sponsor logos faces at least three specific obsta-

cles. First, as shown in Figures 1(a), (b) and (c), according

to the requirement of sponsors, the same sponsor’s logos

may exhibit different layouts and thus cause higher inner-

cluster differences than ordinary objects; second, multiple

instances of the same logo sometimes appear simultane-

ously but with various visual qualities, as shown in Figures

1(d), (e), and (f). Traditional methods can hardly detect

all of them simultaneously. Furthermore, as a result of the

panning and zooming of the camera, consecutive frames

can produce different degrees of fuzziness, and the detec-

tion in fuzzy frames can be eased by utilizing relevant in-

formation from adjacent frames. To overcome the above-

mentioned obstacles, we propose a logo detection frame-

work based on a mutual enhancement mechanism aiming
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to improve the detection of a logo leveraging the infor-

mation obtained from other simultaneously occurring lo-

gos. In a Fast-RCNN-based framework, we introduce a

homogeneity-enhanced re-ranking method by analyzing the

characteristics of logos in videos to improve the region pro-

posal accuracy in frames, including the type repetition of

appearance, color consistency and mutual exclusion. As our

most import contribution, this technique can be applied to

other kinds of videos that contain multiple homogenous ob-

jects appearing simultaneously but with various visual qual-

ities. Different from the conventional enhance mechanism

that improves the weak proposals with the dominant pro-

posals, our method enables all the proposals in one frame

to mutually enhance each other, including improving those

relatively significant or non-obvious proposals with weak

proposals by their common characteristics and the potential

alignment information. Moreover, a frame propagation en-

hancement method is also presented to assist the detection

in contiguous frames.

The remainder of this paper is structured as follows.

Section 2 introduces the related works of logo recognition

and detection. In Section 3, the framework of the pro-

posed method is presented. The homogeneity-enhanced

re-ranking is detailed in Section 4. The propagating-

enhancement and control mechanism is introduced in Sec-

tion 5. Section 6 introduces the dataset used in this work,

and presents the experimental results. Section 7 concludes

this paper.

2. Related Works

Previous works generally establish detection models

with key-point representations commendably capturing spe-

cific patterns present in graphic logos, such as key-point-

based detectors and bag-of-words models [14, 22, 23, 24,

30, 31, 33, 34]. These methods extract local features such

as SIFT [17] or HoG [4] from images, cluster and quan-

tize these features into visual words and finally measure the

similarity between a test image and a logo image accord-

ing to these visual words. For instance, Romberg et al. [24]

proposed a shape representation built with found key-points

and their respective SIFT representation for scalable logo

recognition in images. In [23], bundles of SIFT features are

built from local regions around each key-point to index spe-

cific graphic logo patterns. In [28], an improved topological

constraint, which considers the relative position between a

key-point and its neighbor points, is proposed to reduce the

number of mismatched key-points.

In recent years, deep learning has shown its good perfor-

mance in object detection. State-of-the-art deep learning-

based object detection networks such as R-CNN [10] de-

pend on region proposal algorithms to hypothesize object

locations. Further improvements Fast R-CNN [9] have re-

duced the running time of these detection networks, expos-

ing region proposal computation as a bottleneck. Region

Proposal Network (RPN) [21] shares full-image convolu-

tional features with the detection network, thus enabling

nearly cost-free region proposals. There are also a lot of

attempts to apply deep learning in logo detection, and ob-

tain excellent results [1, 12, 20]. Bianco et al. [1] involves

the selection of candidate subwindows using an unsuper-

vised segmentation algorithm, and the SVM-based classi-

fication of such candidate regions uses features computed

by a CNN. Oliveira et al. [20] adopts the transfer learning

to leverage powerful Convolutional Neural Network models

trained with large-scale datasets and repurposes them in the

context of graphic logo detection.

Video object tracking is another task close to video logo

detection. Object tracking (especially single object track-

ing) refers to tasks that estimate the object state in subse-

quent frames with a given initial object state in the first

frame. Tracking-by-detection methods gradually become

the main-stream in the field of object tracking because of its

outstanding performance [5, 6, 11, 18, 32]. Wang and Ye-

ung [32] propose a framework of offline training and online

fine-tuning, which largely solved the problem of insufficient

training samples. While the majority of tracking targets are

foreground, logos in sports videos generally belong to back-

ground. Therefore, it is difficult to distinguish logos from

other background by movement analysis. Besides, the lo-

gos drift in and out of the camera frequently, which makes

the detection of logos in sport videos more challenging than

typical tracking tasks.

Some previous efforts attempt to recognize logos in

videos [3, 7, 15]. Richard et al. [7] propose string based

template matching to recognize logos in video stills. Chat-

topadhyay and Sinha [3] propose a system to automatically

recognize the logos from sports videos for channel hyper-

linking in the client end.

Despite the past efforts in video logo detection, the over-

all accuracy is still far from satisfactory. Different types of

sports videos have their own unique characteristics. For ex-

ample, in soccer videos, logos may look small and blurry in

high-angle bleacher shots, while in tennis videos, logos may

appear large in size but more likely to be occluded. (Figure

1(f)). Rich interframe information in videos has also been

underutilized. In this paper, we focus on the characteris-

tics in sports videos, utilize the mutual information in tennis

videos and the enhanced deep learning to detect trademarks

in videos.

3. The Proposed Framework

Deep Convolution Neural Networks (CNNs) are increas-

ingly used in objection detection. A typical CNN-based

framework for logo detection [20] generally consists of

video preprocessing, candidate logo proposition and CNN-

based classification modules. In this paper, the proposed
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Figure 2. Video logo detection framework. The proposed video logo detection framework contains two major modules: proposal re-ranking

and frame propagation. (a) Detection method decision. If the similarity between two frames is less than the threshold, we regard the coming

frame as a shot boundary, then (b) is performed, otherwise (e) is performed. (b) When a shot boundary is detected, a few frames at the

beginning of the shot are processed by region proposal and RCNN. The proposal rerank is operated to adjust the ranking of detection

results. Detection results of these frames are utilized to propagate the subsequent frames. (c) Motion estimation module which predicts

the next location of a logo using LSTM. The dotted red boxes are the logo location in the previous frame, and the solid red boxes are

the location predicted. The yellow arrows show the translation of centers. (d) Bounding box regression is utilized to adjust that of each

predicted logo. (e) The process of propagation.

framework for logo detection in sports videos is different

from the conventional approaches. As shown in Figure 2,

two phases, mutual-enhancement-based logo proposal re-

ranking in frames and motion-estimation-based propagation

in video clips, are introduced in our framework. The re-

ranking method analyzes the characteristic of homogeneous

logos within the frame to improve the accuracy of logo

proposals, and the motion-estimation-based propagation en-

hances the detection in contiguous frames. The workflow of

the method is described briefly as follows:

At the beginning of a shot, we detect logos in the first

several frames with Fast-RCNN and mutual-enhancement-

based re-ranking. Then we collect the detection results and

utilize them to initialize the relay potency for each detected

potential logo region. With the locations and the infor-

mation of potential logos in previous frames obtained, we

perform motion-estimation-based propagation to predict the

new positions of potential logos in the current frame. A

similarity verification step is then performed to select those

qualified prediction results as the detection results of the

current frame, and the relay potencies are updated for these

results. When the relay potency of a potential logo de-

creases to 0, the propagation of this logo will be discon-

tinued. During this process, we keep comparing the differ-

ence between the previous frame and the current one. If

the magnitude of change exceeds a relatively conservative

threshold, the current propagation will be canceled, and the

detection with Fast-RCNN will be restarted from the current

frame, just as that for the start of a shot.

In this study, we adopt the Fast-RCNN-based object de-

tection model introduced by Ross Girshick [9] to generate

logo candidates. First, a region proposal algorithm [29]

is used to select category-independent region proposals for

further classification. Then feature extraction is performed

using a CNN for each proposed region. These regions are

then classified using a softmax classifier with fully con-

nected layers. After classification, each region is assigned

a confidence score. However, a fixed confidence thresh-

old cannot accommodate the diversity of visual quality in

a video. To mutually enhance all possible proposals, we

screen the proposed logos with a re-ranking method by an-

alyzing the homogeneous logos occurring simultaneously,

including the type repetition of appearance, color consis-

tency and mutual exclusion (more details are provided in

Section 4).

When the location of a logo is obtained in one frame,

the corresponding location of its repetition in the next

frame can be predicted utilizing the continuity between ad-

jacent frames [16, 19, 25, 35]. In this paper, the motion-

estimation-based propagation enhances the detection in

contiguous frames, which is described in Section 5.

4. Mutual Enhancement for Proposals

Fast-RCNN has shown excellent performance in

general-purposed object detection. However, it suffers from

low recall in logo detection [1, 12, 20]. One of the primary

reasons is the camera panning, which blurs logo regions and

leads to low confidences. In this section, we present a fil-

tering phase that re-ranks the proposals according to their
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local context, including the type repetition of appearance,

color consistency and mutual exclusion.

In a frame set K generated from a video clip, for the

i-th frame image Fi ∈ K, we utilize the Fast-RCNN-based

object detection model to generate logo proposals in it, and

then bag proposals as a candidate set Pi,

Pi = {P1
i ,P

2
i , . . . ,P

j
i , . . . ,P

ni

i }

where P
j
i is the j-th logo proposal of frame Fi, and ni is the

total number of proposals in frame Fi. The corresponding

confidence of proposal P
j
i is defined as Φ

j
i , and the cate-

gory of proposal P
j
i is C

j
i ∈ {1, 2, . . . ,m}, where m is the

number of categories.

To improve the accuracy of proposal, we notice that the

confidence Φ
j
i could be adjusted on the basis of context

analysis. First, it is common in sport videos that several

instances of the same logo appear simultaneously but with

different visual quality, and the low confidence of a pro-

posal can be promoted when more proposals of the same

type have been detected. We denote this factor as ρ
j
i , which

will be explained in Subsection 4.1. Second, different from

randomly-appearing objects, such as pedestrians and vehi-

cles, the logos in sports videos seldom overlap each other.

We adopt an aggressive strategy to punish the overlapped

proposals in Subsection 4.2, and define this factor as τ
j
i .

As a consequence, the adjustment of Φ
j
i is estimated based

on the homogeneous promotion and inhomogeneous exclu-

sion, as follows:

Φ̂
j
i = Φ

j
i +W · [ρji , τ

j
i ]

T (1)

where W = [w1, w2] are the weight parameters, and Φ̂
j
i is

the updated value of confidence.

4.1. Proposal Promotion with Homogeneous Sib­
lings

As shown in Figure 1, it is common in sport videos that

several instances of the same logo appear simultaneously,

but their visual qualities may vary due to their individual

perspective or distance to the camera. In a general Fast-

RCNN framework, the decision about whether a region con-

tains an object depends on one or more threshold. In our

framework, a sibling-similarity-based strategy is proposed

to improve the proposal selection. The proposals with high

confidence are firstly chosen as delegates. And then more

proposals in the same category of the delegate can obtain el-

igibility based on their co-appearance with a delegate. Such

promotion also takes into account other characteristic simi-

larities among the candidate regions in addition to the class

information. Last but not the least, the layout information

of the qualified proposals can reversely enhance all the pro-

posals including the delegates according to the regularity

degree of their spatial arrangement.

We denote the delegates as the most salient logo propos-

als among a group of logo proposals that appear simultane-

ously in a frame. They are selected with a relatively high

confidence. This step is implemented by introducing a sign

indicator S
j
i for each proposal P

j
i with the following for-

mulas:

S
j
i =

{
1, Φ

j
i ≥ δh

0, otherwise
(2)

δh = θ + ε

where, θ is the experimental threshold in conventional net-

work, and the proposals with S
j
i = 1 are chosen as dele-

gates. ε is a two-way correction for the threshold adjust-

ment, which is discussed in Section 6.2.

For each category of proposals in the current frame, we

choose the maximum confidence among the delegates in the

category as a recommendation factor Φ̃:

Φ̃
j
i = max{Φk

i |(S
k
i > 0) ∧ (Ck

i = C
j
i )}

k ∈ {1, 2, . . . , ni}
(3)

We utilize the delegates and their category information to

promote the detection of weak proposals and to remove un-

related proposals. First of all, a dynamic threshold is de-

fined as:

δ
l,C

j
i
= θ − ε× exp(Φ̃j

i − 1) (4)

The relatively low threshold δ
l,C

j
i

of the category C
j
i en-

ables the maximum inclusion of the logo proposals of the

same category. The adjustment ε × exp(Φ̃j
i − 1) of the

threshold depends on the confidence of the most significant

delegate.

In many situations, the logos that could not be detected,

even when other homogeneous logos in the same frame are

obtained, are occluded by players or become blurred due to

camera movement. To enhance the identification of these

weak candidates, other characteristic similarities between

the available regions of those and the delegates should be

taken into account. In this paper, we adopt the color con-

sistency to implement further enhancement, because it re-

mains relatively stable in the cases of a slightly occluded

logo and a blurred logo. Moreover, many instances in the

same logo category can have different layouts, but they still

have a relatively high consistency of color. For each class

of logos, we smooth each training sample by Rolling Guid-

ance Filter [36] to extract dominant color information, cal-

culate the color histogram of the smoothed training sam-

ple, and compute the average histogram as the class tem-

plate ColorHistTemplateClass. For each logo proposal,

we compare its color histogram with its corresponding class

template. We denote the color consistency λ
j
i as

λ
j
i =

∑
I
(H1 − H̄1)(H2 − H̄2)√∑

I
(H1 − H̄1)2

∑
I
(H2 − H̄2)2

(5)

where H1 is the color histogram of P
j
i , H2 is the color his-

togram template of C
j
i , and

H̄k =
1

N

∑
j
Hk(j)
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N is the number of bins in color histogram, and λ
j
i is

the correlation similarity of color histograms between a

logo proposal P
j
i and the corresponding class template

ColorHistTemplate
C

j

i
. Combining the two factors, sibling

co-occurrence and color consistency, we can update the cri-

teria for promotion of logo proposals as:

ρ̃
j
i = S

j
i × exp(

Φ
j
i − δ

l,C
j
i

Φ̃
j
i

)− α× λ
j
i

(6)

At last, a largely ignored characteristic when multiple logos

appear in the same frame, i.e., the regularity of their spa-

tial arrangement, can be utilized to verify or enhance all the

proposals. In a typical sports video, the relative positions

among the logos occurring simultaneously are not random,

such as aligned in one direction. In this paper, we extract

the local alignment information between two adjacent pro-

posals to adjust their confidence. Suppose Pk
i is the nearest

neighbor of the current proposal P
j
i within a predefined ra-

dius of neighborhood, the alinement σ between them can be

estimated with the following formula.

σ =
min(|△x|, |△y|)

max(d1, d2)
(7)

where, △x and △y are the coordinate differences between

the two proposal centers. d1 and d2 are the diagonals of P
j
i

and Pk
i , respectively. If σ is small enough, the two propos-

als can be considered aligned in one direction. The adjust-

ment for the current proposal can be expressed as:

ρ
j
i =

{
ρ̃
j
i × exp(1− σ), σ < ξ

ρ̃
j
i , otherwise

(8)

where ξ is a threshold for judging whether an alignment ex-

ists. The spatial-relationship-based enhancement is mutual

and can apply to all the proposals, including improving the

delegates with the weak proposals.

4.2. Exclusion with Inhomogeneous Siblings

Unlike typical objects in videos, such as pedestrians and

vehicles, logo instances in sports videos rarely overlap each

other. The observation motivates us to punish inhomoge-

neous overlapped proposals. In our approach, when two or

more proposals are overlapped, the proposal with the high-

est confidence is selected as the dominate proposal. Simul-

taneously, the other overlapped proposals in the same re-

gion are severely punished. The penalty of an individual

proposal is commensurate with the degree of overlapping

according to the following formulas.

τ
j
i =

{
0 if C

j
i = C k

i

1− eOReg(Pj

i
,Pk

i ) otherwise
(9)

where OReg(P j
i ,P

k
i ) =

P
j
i ∩ Pk

i

P
j
i ∪ Pk

i

OReg(P j
i ,P

k
i ) indicates the overlap degree between the

logo proposal P
j
i and the dominant proposal Pk

i . As over-

lap increases, the penalty increases rapidly.

5. Mutual Enhancement via Frame Propaga-

tion

It is more efficient to predict the logo positions on the

basis of temporal correlation than to detect them on every

frame individually, since most logos in the same shot may

have small variation between adjacent frames. Meanwhile,

the detection in fuzzy frames could be assisted by their adja-

cent frames. Several works have been proposed to dig and

utilize the relationships between frames [5, 6, 11, 18]. In

our framework, we first simply use long short-term memory

(LSTM) network to predict the location in coming frames,

then take advantages of the time continuity to enhance the

logo detection with a propagation mechanism.

5.1. Motion­Estimation­based Prediction

Motion estimation is one of the widely used methods

for object detection and tracking in the field of video re-

trieval and surveillance [27]. When we detect and collect

the logo proposals in previous frames, we also record the

center {x j
i , y

j
i } of each proposal P

j
i . Let the center se-

quence of P j proposal be:

Xj = {xj
1, x

j
2, . . . , x

j
i}, Y j = {yj1, y

j
2, . . . , y

j
i }

We train a LSTM on the set of center sequences for predict-

ing the center {xj
i+1, y

j
i+1} of P

j
i+1. Then, a region which

centers at {xj
i+1, y

j
i+1} and has the same size as P

j
i is re-

garded as P
j
i+1.

To verify the reliability of the propagated P
j
i+1, we cal-

culate the similarity between P
j
i and P

j
i+1 based on the

mean absolute deviation (MAD) cost. Suppose B is one

of the proposal blocks and B ′ is the corresponding block in

the next frame. The MAD value between them is calculated

as:

MAD(B ,B ′) =
1

w × h

w∑

x=1

h∑

y=1

|B(x, y)− B ′(x, y)|

(10)

where w and h are the width and height of the block region,

respectively, B(x, y) and B ′(x, y) are the pixels in the cur-

rent block and the referenced block, respectively.

The distance between P
j
i and estimated P

j
i+1 can also be

calculated by MAD .

D
j
i = MAD(P j

i ,P
j
i+1) (11)

and the similarity of two adjacent frames is defined as:

Ψ(Fi, Fi+1) =
1

ni

ni∑

j=1

(1−D
j
i ) (12)

where ni is the total number of proposals in frame Fi.
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At the end of each frame propagation, a bounding box

regression is adopted to adjust P
j
i+1.

5.2. Control Mechanism for Propagation

Before a frame is processed, a control mechanism is

adopted to make sure a right decision is made to adopt either

the propagation or the detection with Fast-RCNN.

First, different than traditional methods that firstly di-

vide a video into shots, our method automatically decides

whether to perform detection by Fast-RCNN or by propa-

gation based on the frame continuity. Once the propaga-

tion starts, the proposed method keeps on comparing the

difference between the current frame and the next one. The

frame similarity Ψ(Fi, Fi+1) is compared with a relatively

high threshold θs. When Ψ(Fi, Fi+1) > θs, the two adja-

cent frames are considered to be in the same shot and the

propagation can continue. If Ψ(Fi, Fi+1) ≤ θs, the prop-

agation will be discontinued, and the detection with Fast-

RCNN will be restarted from the next frame. The signifi-

cant camera changes, such as shot switch, fast panning and

zooming, may lead to a low Ψ(Fi, Fi+1) and a Fast-RCNN

will be adopted to avoid problematic propagation.

Moreover, a group of relay potency, Ri, is introduced to

describe the propagation ability of proposals in Pi.

Ri = {R1
i ,R

2
i , . . . ,R

j
i , . . . ,R

ni

i }

where, i denotes the i-th frame, j denotes the j-th proposal

in Fi. R
j
i is initialized according to Φ

j
i when the propaga-

tion procedure starts or re-starts. During the propagation,

the relay potency decreases gradually. On each iteration of

the propagation, R
j
i is transferred to the new proposal in the

next frame, but part of its energy is lost according to the dis-

similarity between the corresponding proposals in adjacent

frames.

R
j
i+1 = R

j
i −D

j
i

(13)

When the relay potency drops to zero, the corresponding

proposal also has to withdraw from propagation. When all

the proposals run out of potency, the propagation will termi-

nate and the detection with Fast-RCNN will restart. Obvi-

ously, significant camera changes lead to fast attenuation of

relay potency, which also avoids problematic propagation.

6. Experiments

In our experiments, we firstly evaluate the proposed

method in commonly used logo recognition image datasets,

and then evaluate the logo detection method in a sports

video dataset.

6.1. Dataset

We evaluate the proposed re-ranking method in two

challenging and commonly used logo recognition datasets,

FlickrLogos-32[24] and FlickrLogos-27[14], both of which

Figure 3. Some examples of detection results in the proposed logo

image dataset. Logos in the green boxes are the detected results,

and the detected categories are tagged around the green box.

Figure 4. (a): The comparison of different ε in three image

datasets. (b): The comparison of different γ in the video dataset.

are specifically designed for real-world logo recognition.

FlickrLogos-32 is a collection of photos showing 32 differ-

ent logo brands, which contains 8,240 images. FlickrLogos-

27 contains more than four thousand images. They are es-

tablished for the evaluation of logo retrieval and multi-class

logo detection/recognition systems.

Since there is still no public video logo dataset, we col-

lected a set of tennis videos, annotating each frame in the

training set, and established a dataset for the detection eval-

uation. The dataset contains 20 different tennis video clips

(more than twenty five thousand frames) including various

camera motions such as switch of camera views, panning,

zooming, and rotating, and the resulted object blurring and

occlusion. The logos appear both in the background and

on players’ and staff’s clothes. We annotated the posi-

tions of the top 20 high frequency categories of logos in

videos. Meanwhile, we collect a corresponding logo recog-

nition image dataset. Figure 3 shows some examples of

logos in this image dataset. The new dataset contains the

same 20 logo categories and about 100 images for each cate-

gory. We also labeled the position of each logo in the image

dataset. To evaluate the proposed approach, we randomly

select 70% of data for training, and 30% for testing, respec-

tively.
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Logo DPM DTC FRCN
Faster-

RCNN
Proposed

adidas 9.75 43.6 61.6 50.2 63.87

aldi 25.9 93.9 67.2 71.6 66.2

apple 50.0 2.29 84.9 82.9 86.22

becks N/A 83.5 72.5 64.7 62.86

bmw N/A 33.3 70.0 81.3 85.01

carlsberg 5.4 58.1 49.6 63.5 69.45

chimay 2.9 90.0 71.9 79.1 82.53

cocacola 12.1 74.3 33.0 73.3 81.84

corona 38.5 100.0 92.9 98.0 96.97

dhl 0.02 87.9 53.5 69.2 62.55

erdinger 38.3 74.0 80.1 84.1 78.54

esso 62.4 86.7 88.8 90.1 91.81

fedex 8.75 74.9 61.3 73.0 65.98

ferrari 14.8 71.7 90.0 85.5 84.38

ford 33.4 74.0 84.2 84.1 91.27

fosters 27.4 60.0 79.7 84.5 93.27

google 58.2 86.3 85.2 95.0 96.88

guiness 46.1 91.9 89.4 90.3 91.82

heineken 3.13 88.9 57.8 77.3 81.53

HP N/A 50.5 N/A 59.3 64.40

milka 0.18 49.1 34.6 56.2 56.27

nvidia 2.42 57.5 50.3 54.0 49.94

paulaner 31.0 96.4 98.6 98.0 100.00

pepsi 6.85 N/A 34.2 43.0 41.97

rittersport 3.2 74.3 63.0 77.0 85.68

shell 42.1 27.2 57.4 52.0 53.78

singha 80.0 85.1 94.2 85.9 91.98

starbucks 22.5 96.7 95.9 98.0 99.50

stellaartois 44.8 96.7 82.2 80.5 90.00

texaco 52.1 66.5 87.4 86.2 87.95

tsingtao 16.5 84.2 84.3 80.5 89.44

ups 54.7 77.3 81.5 80.5 72.50

MAP 27.4 72.2 74.4 76.4 78.64

Table 1. Comparison of MAPs(%) in each class and average

MAPs(%).

6.2. Parameter Setting

The most commonly used experimental threshold θ in

conventional network is 0.8 [9, 10, 21]. After testing the

effect of different ε in three training data, we select 0.15
for ε as an empirical value. The parameters w1 and w2 in

Eq. 1 are assigned 0.7 and 0.3, respectively. The parameter

ξ in Eq. 8 is assigned 0.25. The comparison results are

shown in Figure 4(a). For the initial frame set size γ for

Fast-RCNN, we test the F1 values with different γ in video

dataset. Experiments show that the detection performance

converges when γ reaches 10, as shown in Figure 4(b).

6.3. Evaluation in Still Frames

We pre-train a basic VGG16 network with the ImageNet

dataset, fine-tune and test the model in the three datasets

separately. Training data is augmented by rotating, flip-

Method Precision Recall F1

FRCN[9] 0.8 0.69 0.74

FRCN[9]+ρ (without λ) 0.73 0.76 0.74

FRCN[9]+ρ (with λ) 0.77 0.76 0.76

Proposed 0.81 0.76 0.79

Table 2. Comparison of results in FlickrLogos-32.

DataSet Method Precision Recall F1

FlickrLogos-32
FRCN[9] 0.801 0.691 0.742

Proposed 0.812 0.760 0.785

FlickrLogos-27
FRCN[9] 0.582 0.591 0.586

Proposed 0.673 0.585 0.626

Our own

logo Dataset

FRCN[9] 0.731 0.741 0.736

Proposed 0.818 0.745 0.780

Table 3. Comparison of results in the three logo dataset.

ping, blurring and sharpening. Because of the wide use

of FlickrLogos-32 in logo detection, we compare the re-

ranking method on this dataset with several other logo de-

tection methods, and then show the comparison of the pro-

posed method with the baseline[9] in all the three datasets.

For FlickrLogos-32, we compare the MAP values with

DPM [8] which detects logos based on mixtures of mul-

tiscale deformable part models, DTC [28] which uses im-

proved topological constraint for SIFT features, FRCN [9]

and Faster-RCNN [21] which use conventional RCNN to

detect logos. Table 1 shows the comparison results with

different detection algorithms. The proposed method obvi-

ously has a higher average MAP than the other methods,

and gains the highest MAPs in 16 categories (out of 32).

Table 2 shows the effectiveness of each re-ranking fac-

tor. The factor ρ is effective in reducing the false negatives

caused by blurred logos but introduces more false positives.

The use of color consistency and inhomogeneous exclusion

on top of ρ obviously boosts up the overall precision with-

out undermining the recall.

The FlickrLogos-27 dataset is labeled mainly for clas-

sification without location information. So we annotate

the data of FlickrLogos-27 manually. Since there are very

few repetitions in FlickrLogos-27, the benefit of mutual-

enhancement is less significant. Results in Table 3 show

that the proposed method outperforms conventional Fast-

RCNN in FlickrLogos-27 and our own logo dataset. Fig-

ure 3 illustrates some examples of detection results in our

own dataset.

6.4. Evaluation in Videos

Figure 5 shows some comparison in the video dataset.

When the similarity between adjacent frames obtained by

Eq. 12 is less than the threshold, the logo candidates will be

propagated. Otherwise, Fast-RCNN detection will restart to

generate new logo candidates.
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(a) Detection results in a frame sequence with blur and camera zooming

(b) Detection results in a frame sequence with occlusion and camera’s translation

(c) Detection results in a frame sequence with camera’s rotation

Figure 5. Detection results in video sequences with various camera changes.

Method Precision Recall F1

FRCN[9] 0.738 0.482 0.583

FRCN[9]+re-ranking 0.725 0.516 0.603

FRCN[9]+propogation 0.741 0.478 0.581

Proposed 0.745 0.525 0.616

Table 4. Comparison of results in the video dataset.

We compare the propagation method with Fast-

RCNN [9]. The values of precision, recall, and F1 are listed

in Table 4. The re-ranking method gains a higher recall,

and propagation further improves the precision. Overall, the

proposed method has a higher F1. It shows that the charac-

teristics of homogenous logos are indeed powerful features

of sports video.

Our experiments on football and basketball videos show

that the proposed method also outperforms the existing

methods. However, none of the detection results on these

videos are as good as the result on tennis videos. This is

because that there are more challenging problems, such as

small logos in long shots and the incompleteness due to fre-

quent occlusions.

To measure the time efficiency of our method, we eval-

uate various stages of the proposed method in the proposed

video dataset which contains 25,193 frames, and achieve

a performance about 0.59s/frame. We obtain the most po-

tential regions by propagation rather than Fast-RCNN de-

tection in similar contiguous frames, which greatly reduces

the region proposing and detection time. Meanwhile, frame

propagation finds more true positive regions and discards

more false positive regions for classification. For the fuzzy

frames, frame propagation utilizes the location of the object

in contiguous frames to predict the location in the current

frame, which helps obtain more true positive regions com-

pared with those methods that consider only still frames.

Besides, the relay potency of false positive regions de-

creases rapidly, which leads to the corresponding regions to

be removed immediately and further reduces the processing

time.

7. Conclusion

In this study, we propose an integrative, effective, and

efficient framework for logo detection in sports videos. The

framework efficiently combines Fast-RCNN-based object

detection with frame propagation. Based on the analysis of

the characteristics of logos, proposal re-ranking, prediction,

and verification schemes are extensively investigated and

evaluated. The proposed approach shows consistent perfor-

mance improvement over existing logo detections methods

for sports videos. However, several challenges still remain

to be addressed in the future. For instance, the extraction

and utilization of texts in logos, rich variations in logo lay-

out, and more tracking information could be considered.
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