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Abstract

In this paper we are interested in the problem of image

segmentation given natural language descriptions, i.e. re-

ferring expressions. Existing works tackle this problem by

first modeling images and sentences independently and then

segment images by combining these two types of represen-

tations. We argue that learning word-to-image interaction

is more native in the sense of jointly modeling two modali-

ties for the image segmentation task, and we propose con-

volutional multimodal LSTM to encode the sequential inter-

actions between individual words, visual information, and

spatial information. We show that our proposed model out-

performs the baseline model on benchmark datasets. In ad-

dition, we analyze the intermediate output of the proposed

multimodal LSTM approach and empirically explain how

this approach enforces a more effective word-to-image in-

teraction.1

1. Introduction

In this paper, we study the challenging problem of using

natural language expressions to segment an image. Given

both an image and a natural language expression, we are

interested in segmenting out the corresponding region re-

ferred by the expression. This problem was only introduced

recently, but has great value as it provides new means for in-

teractive image segmentation. Specifically, people can seg-

ment/select image regions of their interest by typing natu-

ral language descriptions or even speaking to the computer

[20].

Given the success of convolutional neural networks in

semantic segmentation [24, 2, 3], an immediate way to

tackle this problem is to augment the convolutional seman-

tic segmentation networks with a LSTM [11] sentence en-

coder [12], so that the image features and sentence repre-

sentation can be combined to produce the desired mask.

In fact, this sentence-to-image interaction scheme has been

1Code is available at https://github.com/chenxi116/

TF-phrasecut-public

. . .standing . . .someone . . .bat

Man in a vest and blue jeans standing watching someone swing

a bat.

Figure 1: Given the image and the referring expression,

we are interested in segmenting out the referred region.

Each column shows segmentation result until after read-

ing the underlined word. Our model (second row) explic-

itly learns the progression of multimodal interaction with

convolutional LSTM, which helps long-term memorization

and correctly segments out the referred region compared

with the baseline model (first row) which uses language-

only LSTM.

also adopted by recent methods on referring object localiza-

tion [38] and visual question answering tasks [1].

However, this sentence-to-image scheme does not reflect

how humans tackle this problem. In sentence-picture veri-

fication, it is found through eye tracking that when pictures

and sentences are presented together, people either follow

a image-sentence-image reading sequence, or go back-and-

forth between sentence and picture a number of times before

making the decision [33]. In other words, the interaction

between image and sentence should prevail from the begin-

ning to the end of the sentence, instead of only happening

at the end of the sentence. Presumably this is because the

semantic information is more concrete and therefore more

easily remembered when grounded onto the image. For ex-

ample, consider the expression “the man on the right wear-

ing blue”. Without seeing an actual image, all information

in the sentence needs to be remembered, meaning the sen-

tence embedding needs to encode IS MAN, ON RIGHT,

WEAR BLUE jointly. However, with the actual image avail-
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able, the reasoning process can be decomposed as a sequen-

tial process, where the model first identifies all pixels that

agree with IS MAN, then prunes out those that do not cor-

respond with ON RIGHT, and finally suppresses those that

do not agree with WEAR BLUE.

Motivated by this sequential decision making theory,

we propose a two-layered convolutional multimodal LSTM

network that explicitly models word-to-image interaction.

Different from the language-only LSTM encoder in previ-

ous works [12], the convolutional multimodal LSTM takes

both visual feature and language representation as input to

generate the hidden state that retains both the spatial and

semantic information in memory. Therefore its hidden state

models how the multimodal feature progresses over time

or word-reading order. After seeing the last word, we use a

convolution layer to generate the image segmentation result.

In summary, the contribution of our paper is three-fold:

• We propose a novel model, namely convolutional mul-

timodal LSTM, to encode the sequential interactions

between individual semantic, visual, and spatial infor-

mation.

• We demonstrate the superior performance of the word-

to-image multimodal LSTM approach on benchmark

datasets over the baseline model.

• We analyze the intermediate output of the proposed

multimodal LSTM approach and empirically explain

how this approach enforces a more effective word-to-

image interaction.

2. Related Work

In this section, we review recent studies that are tightly

related to our work in the following three areas: semantic

segmentation, referring expression localization, and multi-

modal interaction representation.

Semantic Segmentation Many state-of-the-art semantic

segmentation models employ a fully convolutional network

[24] architecture. FCN converts the fully connected layers

in VGG network [32] into convolutional layers, thereby al-

lowing dense (although downsampled) per-pixel labeling.

However, too much downsampling (caused by pooling lay-

ers in the VGG architecture) prohibits the network from

generating high quality segmentation results. DeepLab [2]

alleviates this issue by discarding two pooling operations

with atrous convolution. With Residual network [10] as

its backbone architecture, DeepLab [3] is one of the lead-

ing models on Pascal VOC [7]. We use both ResNet-101

(with atrous convolution) and DeepLab ResNet-101 to ex-

tract image features in a fully convolutional manner. Fol-

lowing [2, 3], we also report the result of using DenseCRF

[18] for refinement.

Referring Expression Localization More and more inter-

est arise recently in the problem of localizing objects based

on a natural language expression. In [26] and [14], image

captioning models [27, 6] are modified to score the region

proposals, and the one with the highest score is considered

as the localization result. In [30], the alignment between

the description and image region is learned by reconstruc-

tion with attention mechanism. [37] improved upon [26]

by explicitly handling objects of the same class within the

same image, while [29] focused on discovering interactions

between the object and its context using multiple-instance

learning. However all these works aim at finding a bounding

box of the target object instead of segmentation mask. Per-

haps the most relevant work to ours is [12], which studies

the same problem of image segmentation based on referring

expressions. Our approach differs in that we model the se-

quential property of interaction between natural language,

visual, and spatial information. In particular, we update the

segmentation belief after seeing each word.

Multimodal Interaction Representation Our work is also

related to multimodal feature fusion in visual question an-

swering [16, 9, 25] and image captioning [6]. In [6] the

input to LSTM is the image feature and the previous word’s

embedding, whereas in [25] the input to LSTM is the image

feature and individual question word’s embedding. Atten-

tion mechanism [35, 34, 36, 22, 23] may also be applied,

mostly to improve the relevance of image features. In both

tasks the goal is to generate a textual sequence. Here in-

stead, we use the LSTM hidden states to generate segmen-

tation, which is not commonly considered a sequential task

and requires preservation of spatial location. We achieve

this by applying LSTM in a convolutional manner [31, 4, 8],

unlike prior work on recurrent attention [28, 19].

3. Models

In this section, we first introduce our notation for this

problem (section 3.1), and then describe the baseline model

based on the sentence-to-image scheme [12] (section 3.2),

which only models the progression of semantics. In section

3.3 we propose convolutional multimodal LSTM for fusing

both modalities and model the progression of multimodal

features in addition to the progression of semantics.

3.1. Notation

In the referring image segmentation problem, we are

given both an image I and a natural language description

S = {w1, w2, . . . , wT }, where wt (t ∈ {1, 2, . . . , T}) are

individual words in the sentence. The goal is to segment out

the corresponding region in the image. We will use R for

prediction and R̂ for ground truth. Rij ∈ (0, 1) represents

the foreground probability of a pixel, where i and j are spa-

tial coordinates. R̂ij ∈ {0, 1}, where 1 means the pixel is

referred to by S and 0 otherwise.
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Figure 2: Network architecture of the baseline model de-

scribed in section 3.2. In this model, the entire sentence is

encoded into a fixed vector with language-only LSTM with-

out using visual information.

3.2. Baseline Model

Our model is based on the model proposed in [12]. In

[12], given an image of size W × H , an FCN-32s [24] is

used to extract image features with size W ′ × H ′ × DI ,

where W ′ = W/32 and H ′ = H/32. The image features

are then concatenated with spatial coordinates to produce

a W ′ × H ′ × (DI + 8) tensor. The 8 spatial coordinate

dimensions follow the implementation of [12]. The nor-

malized horizontal/vertical position uses 3 dimensions each.

The remaining 2 dimensions are 1/W ′ and 1/H ′. We use

vij ∈ R
DI+8 to represent the image-spatial feature at a spe-

cific spatial location.

As for the referring expression, every word wt is one-hot

encoded and mapped to a word embedding wt. The entire

sentence is then encoded with an LSTM into a vector hT of

size DS , where ht represents the hidden state of LSTM at

time step t:

LSTM : (wt,ht−1, ct−1) → (ht, ct) (1)

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(
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ht−1

)

(2)

ct = f ⊙ ct−1 + i⊙ g (3)

ht = o⊙ tanh(ct) (4)

where n is the size of the LSTM cell. i, f ,o,g are the input

gates, forget gates, output gets, and memory gates respec-

tively. ct are the memory states at time step t.
The vector hT is then concatenated with the image fea-

tures and spatial coordinates at all locations to produce a

W ′×H ′× (DI +DS +8) tensor. Two additional convolu-

tional layers and one deconvolution layer are attached to the

tensor to produce the final segmentation mask R ∈ R
W×H .

Given the ground truth binary segmentation mask R̂, the

loss function is

Lhigh =
1

WH

W
∑

i=1

H
∑

j=1

(

R̂ij ∗ − log(Rij)

+ (1− R̂ij) ∗ − log(1−Rij)
)

(5)

The whole network is trained with standard back-

propagation.

Our baseline employs the same architecture, except that

we use ResNet-101 [10] instead of FCN-32s to extract im-

age features. One limitation of FCN-32s is that downsam-

pling by 32 makes W ′ and H ′ too small. Therefore similar

to the treatment of DeepLab [2, 3], we reduce the stride

of conv4 1 and conv5 1 in ResNet-101 from 2 to 1, and

use atrous convolution of rate 2 and 4 to compensate for the

change. This operation reduces the downsampling rate from

32 to 8, which is relatively dense and allows loss to be com-

puted at the feature resolution (W ′ = W/8, H ′ = H/8)

instead of the image resolution. Therefore in our model, the

loss function becomes

Llow =
1

W ′H ′

W ′

∑

i=1

H′

∑

j=1

(

R̂ij ∗ − log(Rij)

+ (1− R̂ij) ∗ − log(1−Rij)
)

(6)

We use bilinear interpolation to upsample R ∈ R
W ′

×H′

at

test time.

We are going to show in the experimental section that

combining ResNet with atrous convolution results in a more

competitive baseline model and easier training procedure.

3.3. Recurrent Multimodal Interaction Model

In the baseline model described above, segmentation is

performed once, after the model has seen and memorized

the entire referring expression. The memorization is the

process of updating LSTM hidden states while scanning

the words in the expression one by one. However, as dis-

cussed earlier, this requires the model to memorize all the

attributes in the sentence jointly. We instead utilize the se-

quential property of natural language and turn referring im-

age segmentation into a sequential process. This requires

the language model to have access to the image from the

beginning of the expression, allowing the semantics to be

grounded onto the image early on. Therefore we consider

modeling of the multimodal interaction, i.e. a scheme that

can memorize the multimodal information (language, im-

age, spatial information, and their interaction), which has

direct influence on the segmentation prediction.
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Figure 3: Network architecture of the RMI model described in section 3.3. By using the convolutional multimodal LSTM,

our model allows multimodal interaction between language, image, and spatial information at each word. The mLSTM is

applied to all location in the image and implemented as a 1× 1 convolution.

We use a multimodal LSTM to capture the progression

of rich multimodal information through time as shown in

Fig. 3. Specifically, a multimodal LSTM (mLSTM) uses the

concatenation of the language representation lt ∈ R
DS and

the visual feature at a specific spatial location vij ∈ R
DI+8

as its input vector:

mLSTM : (

[

lt
vij

]

,hij
t−1, c

ij
t−1) → (hij

t , c
ij
t ) (7)

The same mLSTM operation is shared for all image lo-

cations. This is equivalent to treating the mLSTM as a 1×1
convolution over the feature map of size W ′ ×H ′ × (DI +
DS + 8). In other words, this is a convolutional LSTM that

shares weights both across spatial location and time step.

The baseline model uses language-only LSTM (Equa-

tion 1) to encode the referring expression, and concatenate

it with the visual feature to produce

[

hT

vij

]

. One advan-

tage of multimodal LSTM is that either of the two com-

ponents can be produced by it. The matrix M in multi-

modal LSTM will be of size 4n × (DS +DI + 8 + n). If

M1:4n,DS+1:DS+DI+8 = 0, then the mLSTM will essen-

tially ignore the visual part of the input, and encode only

the semantic information. On the other hand, if the mL-

STM ignores the language representation, the mLSTM will

see the same input vij at all time steps, therefore very likely

to retain that information.

From another perspective, multimodal LSTM forces

word-visual interaction and generates multimodal feature at

every recurrent step, which is key to good segmentation. In

the baseline model, in order for the language representation

to reach the multimodal level, it has to go through all sub-

sequent LSTM cells as well as a convolution layer:

lt
LSTM
−−−−→ hT

Concat
−−−−−→

[

hT

vij

]

Conv
−−−→ multimodal feature

(8)

while with multimodal LSTM this can be done with just the

(multimodal) LSTM cells:

lt
Concat
−−−−−→

[

lt
vij

]

mLSTM
−−−−−−→ multimodal feature (9)

Note that the visual feature still only needs one weight layer

to become multimodal.

In our Recurrent Multimodal Interaction (RMI) model,

we take the language representation lt to be the concate-

nation of language-only LSTM hidden state in Equation 1

and word embedding

[

ht

wt

]

. This forms a two-layer LSTM

structure, where the lower LSTM only encodes the seman-

tic information, while the upper LSTM generates the mul-

timodal feature. The lower language-only LSTM is spatial-

agnostic, while the upper multimodal LSTM preserves fea-

ture resolution H ′ ×W ′.

4. Experiments

4.1. Datasets

We use four datasets to evaluate our model: Google-Ref

[26], UNC [37], UNC+ [37], and ReferItGame [15].
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