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Abstract

Motivated by the capability of sparse coding based

anomaly detection, we propose a Temporally-coherent

Sparse Coding (TSC) where we enforce similar neighbour-

ing frames be encoded with similar reconstruction coeffi-

cients. Then we map the TSC with a special type of stacked

Recurrent Neural Network (sRNN). By taking advantage of

sRNN in learning all parameters simultaneously, the non-

trivial hyper-parameter selection to TSC can be avoided,

meanwhile with a shallow sRNN, the reconstruction coef-

ficients can be inferred within a forward pass, which re-

duces the computational cost for learning sparse coeffi-

cients. The contributions of this paper are two-fold: i) We

propose a TSC, which can be mapped to a sRNN which

facilitates the parameter optimization and accelerates the

anomaly prediction. ii) We build a very large dataset which

is even larger than the summation of all existing dataset for

anomaly detection in terms of both the volume of data and

the diversity of scenes. Extensive experiments on both a toy

dataset and real datasets demonstrate that our TSC based

and sRNN based method consistently outperform existing

methods, which validates the effectiveness of our method.

1. Introduction

Anomaly detection has been extensively studied in com-

puter vision because of its potential applications in video

surveillance, activity recognition and scene understanding,

etc. An anomaly detection system would greatly reduce hu-

man labor and time. However, anomaly detection is still

an extremely challenging task because of the unbounded

property of anomaly. In real applications, on the one hand,

compared with normal events, anomaly is rare and it is ex-

tremely expensive to collect abnormal events; On the other

hand, it is infeasible to collect all possible abnormal events.

Therefore for a typical anomaly detection dataset, only nor-
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mal scenarios are given in a training set. To identify whether

an abnormal event occurs, a common approach is to exploit

regular patterns in terms of appearance and motion on the

training set. Any pattern that does not agree with these reg-

ular ones would be classified as irregular ones.

Dictionary learning based approaches have demon-

strated their success for anomaly detection [17][29]. In

these approaches, learning a dictionary to encode all nor-

mal events on the training set and an abnormal event would

result in a large reconstruction error. However, the opti-

mization of sparse coefficients is extremely time consum-

ing, which becomes the bottleneck of dictionary learning

based anomaly detection approaches. Further, features gov-

ern the performance of anomaly detection, while dictionary

learning based approaches are mainly based on hand-crafted

features, which may not be optimal for video representation.

Recently, in light of the great successes of deep learning in

many computer vision tasks[15][22], it has been introduced

to the anomaly detection. Specifically, an Auto-Encoder is

learnt on the normal training data under an assumption that

regular data can be reconstructed by themselves while irreg-

ular ones cannot [11]. However, such a solution is based on

a 3D Convolutional Neural Network (ConvNet), while pre-

vious work has shown that extracting appearance and mo-

tion information separately with a two-stream network is a

better solution for feature extraction in videos [7]. Further,

such a solution either takes a video cube as its input, and

regular/irregular frames in this cube may affect the classi-

fication of each other. To avoid this, video cubes have to

be sampled by centering the cube over all frames, which is

computationally expensive.

In this paper, we propose a sparse coding based approach

for anomaly detection. More specifically, a dictionary is

learnt to encode regular patterns in terms of appearance, and

features corresponding to normal events be sparsely recon-

structed by this dictionary with a small reconstruction er-

ror. Further, to improve the smoothness of prediction over

neighboring frames, a temporally-coherent term is imposed.

Then we arrive at a Temporally-coherent Sparse Coding

(TSC) formulation. It is interesting that our TSC formu-
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lation can be interpreted as one special stacked Recurrent

Neural Network (sRNN): the optimization of sparse coef-

ficients to an Iterative Soft-thresholding Algorithm(ISTA)

algorithm corresponds with to a stacked network, and the

temporally-coherent term makes the reconstruction coeffi-

cients of current frame depend on that of previous frame.

In order to directly optimize the reconstruction coefficients

rather than elaborately choosing the hyper-parameters in

TSC, we propose to optimize all parameters in sRNN si-

multaneously, which avoids the nontrivial hyper-parameter

selection in TSC. In addition, sRNN is a feed-forward net-

work that would greatly accelerate the anomaly prediction

in testing phase.

It is desirable to learn an anomaly detection model which

works well under multiple scenes with multiple view an-

gles. However, almost all existing datasets are not suitable

for such kind of evaluation because of the lack of scene di-

versity. In fact, almost all existing datasets only have con-

tained videos captured by one fixed camera. In this pa-

per, we build a new dataset, named ShanghaiTech Campus,

for anomaly detection. Rather than deliberately designing

some abnormal events in videos, we use multiple surveil-

lance cameras with different view angles installed at differ-

ent spots, to capture the real events happened in the living

area of our university campus. To the best of our knowl-

edge, it is the largest one in terms of the volume of frames,

scene diversity and the change of view angles. Therefore

this new dataset would greatly facilitate the anomaly detec-

tion in real scenarios.

Contributions: We summarized the contributions of

our work as follow: i) We develop a TSC formulation for

anomaly detection, which can be interpreted as a special

sRNN. With the help of sRNN, the anomaly prediction in

testing phase is greatly accelerated. ii) We build a new

anomaly detection dataset, which contains more diverse

scenes and pushes the study of anomaly detection towards

the usage in real applications.

2. Related Work

Most previous approaches for anomaly detection are

mainly comprised of two modules: i) Feature extraction; In

this module, we can extract hand-crafted or learnt features

on a training set. ii) Learn a model to characterize the distri-

bution of normal events and classify the outliers of normal

distribution as anomalies.

Feature extraction. Early work utilizes the low-level

trajectory features to represent the regular patterns[24].

However, these methods are not robust in complex or

crowded scenes. In order to solve this problem, spatial-

temporal features, such as a histogram of oriented gradi-

ents (HOG)[20], the histogram of oriented flows (HOF)[6],

are widely used. Based on these spatial-temporal features,

Zhang et al. [28] model the normal patterns with a Markov

random field (MRF). Adam at al. [1] fit the regular his-

tograms of optical flow in local regions with an exponential

distribution. To represent the local optical flow patterns,

Kim and Grauman [14] utilize a mixture of probabilistic

PCA models.

Model selection and anomaly prediction. Dictionary

learning based approaches are widely used in anomaly

detection[29][17][5][21]. A fundamental assumption of

these methods is that any feature can be linearly represented

as a linear combination of basis of a dictionary which en-

codes regular patterns on the training set. [29][17][5] use

the reconstruction error to determine whether a frame is ab-

normal or not. Ren et al. [21] point out that reconstruction

error, such as least square error, dose not take sparsity term

into consideration, and in fact, it does help the anomaly de-

tection accuracy. To avoid this, Ren et al. [21] propose two

solutions, i.e. maximum coordinate (MC) and non-zero con-

centration(NC), to detect anomaly. However, sparse recon-

struction based methods are usually time-consuming in the

optimization of sparse coefficients. To solve this problem,

Jia et al. [17] propose to discard the sparse constraint and

learn multiple dictionaries to encode the patches at multi-

ple scales, which inevitably brings additional costs in the

training phase.

Deep learning based anomaly detection. Deep learn-

ing approaches have demonstrated its successes for im-

age classification [15], object recognition [9], as well as

anomaly detection [11][27]. In [11], Hasan et al. propose

a 3D convolutional Auto-Encoder (Conv-AE) to model the

regular frames, however, 3D convolution cannot character-

ize the spatial and temporal information very well, as shown

in the activity recognition [13]. In light of the capability

of convolutional neural networks (ConvNets) to learn spa-

tial features and the strong capability of recurrent neural

network (RNN) and long short term memory (LSTM) to

model temporal patterns, [3] [19] make attempts to leverage

a convolutional LSTMS Auto-Encoder (ConvLSTM-AE) to

characterize both appearance and motion information. Al-

though RNNs or LSTMs are powerful and effective for pro-

cessing sequential data, they are actually ”black box” whose

internal structures are hard to be interpreted. Recently, Scott

et al. [26] show that a special type of RNN actually en-

forces a sparse constraint on the features. Inspired by the

work of sparse coding based anomaly detection and inter-

pretable RNN, we propose a TSC and its sRNN counterpart

for anomaly detection.

3. Our Approach

3.1. A Revisit of Sparse Coding Based Anomaly
Detection

Sparse coding based anomaly detection aims to learn a

dictionary to encode all normal events with small recon-
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struction error [29][17]. Mathematically, denote a feature

corresponding to a normal event as xi, then it is desir-

able that xi can be linearly reconstructed by a dictionary

A with small reconstruction error ǫi, i.e., xi = Aαi + ǫi.
Under the assumption that ǫi ∼ N (0, σ2I), and αi ∼

Laplace(0, 2σ2/λ), we arrive at the following objective

function:

min
A,xi

1

2
‖xi −Aαi‖

2
2 + λ‖αi‖1 (1)

In this formulation, the first term corresponds to a recon-

struction error, and it measures how well the feature can be

reconstructed by the dictionary, and the second term corre-

sponds to a sparsity term, and λ balances the sparsity and

the reconstruction error. Larger λ corresponds to a even

more sparse solution. To avoid trivial solutions of the prob-

lem, usually a L2 norm constraint is imposed on each col-

umn of A: ‖A(:, j)‖ ≤ 1. By alternatively optimizing

the dictionary and the sparse coefficients on the training

set [29], the dictionary can be learnt and it encodes all nor-

mal patterns. In the testing phase, when a feature comes in,

we first compute the sparse coefficients based on dictionary

A. Then based on its reconstruction error, we can classify

whether it belongs to normal or abnormal events.

3.2. Temporally­coherent Sparse Coding (TSC) for
Anomaly Detection

One advantage of sparse coding based anomaly detection
is that it learns a dictionary to encode all normal events with
small reconstruction errors, and an abnormal event would
be associated with a large reconstruction error. However, it
does not consider the temporal coherence between neigh-
boring frames within normal/abnormal events. However,
as shown previous works [17][18], in sparse coding, sim-
ilar features may be encoded as dissimilar sparse codes,
i.e., the locality information is lost. To preserve the sim-
ilarity between the neighboring frames, motivated by the
work [29], we propose a Temporally-coherent Sparse Cod-
ing (TSC). Specifically, if two neighboring frames are sim-
ilar, it is desirable that their sparse coefficients are simi-
lar too. To achieve this goal, we use the similarity be-
tween neighboring frames to weight the distance between
their sparse coefficients. Specifically, we denote xt−1 and
xt as features corresponding the (t − 1)-th frame and t-th
frame respectively, and denote the similarity between them

as St−1,t = exp(−‖xt−xt−1‖
2

2

δ2 ), where δ2 = 100 in our ex-
periments. It is worth mentioning that since St−1,t would
be multiplied by λ2, therefore, we can set δ to any value
and tune λ2 accordingly. Then we use St−1,t to weight

‖αt−αt−1‖
2
2 and substitutes temporally coherent constraint

into the objective function of sparse coding, we arrive at the
objective function of TSC:

min
A,αt

T∑

t=1

‖xt −Aαt‖
2

2
+λ1‖αt‖1 + λ2St,t−1‖αt − αt−1‖

2

2

s.t. ‖A(:, i)‖ ≤ 1

(2)

This objective 2 is not convex. Following the classical op-

timization strategy in sparse coding [2][16], we can alterna-

tively update A and αt (t = {1, . . . , T}).

Optimization of A. When all αt (t = {1, . . . , T}) are

fixed, the objective function corresponding to A can be writ-

ten as follows:

min
A

T
∑

t=1

‖xt −Aαt‖
2
2

s.t. ‖A(:, i)‖ ≤ 1

(3)

Then, we use a projected gradient descent algorithm to op-

timize A.

Optimization of αt. When A is fixed, we arrive at the fol-
lowing objective function w.r.t. reconstruction coefficients
of all features:

min
αt

T∑

t=1

‖xt −Aαt‖
2

2
+ λ1‖αt‖1 + λ2St,t−1‖αt − αt−1‖

2

2
(4)

After that, we update αt (t = {1, . . . , T}) with a Sequential

Iterative Soft-Thresholding Algorithm(SISTA) [26] whose

main steps are algorithm 1. In this algorithm, softb(x) =
max(x− b, 0) = ReLU(x− b), K corresponds to the steps

of ISTA algorithm. γ is a hyper parameter.

Algorithm 1 Sequential iterative soft-thresholding algo-

rithm.

Input: extracted feature x1:T , hyper-parameter λ1, λ2, γ,

initial α̂0, the steps of ISTA K
1: for t = 1 to T do

2: α̂0
t = αt−1

3: for k = 1 to K do

4: z = [I− 1
γ (A

TA+St−1,tλ2I)]α̂
k−1
t + 1

γA
Txt

5: α̂
(k)
t = softλ1/γ(z +

St−1,tλ2

γ αt−1)
6: end for

7: αt = α̂K
t

8: end for

9: return α1:T ;

3.3. Interpreting TSC with a Stacked RNN (sRNN)

A traditional RNN is based on an assumption that ht =
f(xt, ht−1), which introduces a recurrent structure. Many

previous works [10][4] show that by stacking multiple

RNNs on top of each other, the performance of classifica-

tion or regression can be further boosted. We denote xt

as an input at time t and denote hk
t as an output of hid-

den nodes in the k-th layer at time t. σb is the nonlin-

ear activation function parameterized by b. In this paper,

we choose σb(x) = softb(x). Mathematically, the stacked

RNN (sRNN) can be written as follows [26]:

h
(k)
t =

{

σb(W
(1)h

(1)
t−1 + V xt), k = 1,

σb(W
(k)h

(k)
t−1 + U (k)h

(k−1)
t ), k > 1.

(5)
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...

... ... ...

(a) Vanilla stacked RNN [26]

...

... ... ...

(b) Stacked RNN couterpart of TSC

Figure 1. The blue boxes represent the input xt of stacked RNNs. The green and orange boxes represent coding vectors αk
t . The yellow

circles are similarities between neighboring frames.

The first layer accepts the last moment output at the same

layer h1
t−1 and the current moment input xt as its inputs.

Similarly, the rest of the stacked layers accept the last mo-

ment output hk
t−1 at the same layer and the previous layer

output hk−1
t at the same moment as their inputs.

By comparing the optimization procedure in Algorithm 1

with stacked RNN, we can see that Equation (2) can be in-

terpreted with sRNN: The K steps in Sequential Iterative

Soft-Thresholding Algorithm correspond to the number of

layers in sRNN. Compared the proposed sRNN to classical

RNN [10], the difference between them is that xt is fed into

to all sRNN layers in our sRNN, while vanilla RNN only

takes xt as its input in the first layer. Further, St,t−1 takes

xt and xt−1 as inputs, which means that hk
t also depends on

the input of last moment xt−1. And St,t−1 is the input of

each hidden state hk
t . We illustrate the stacked RNN in our

problem in Figure 1.

More specifically, the mapping from the variables in

TSC to variables in sRNN in Equation (5) is:

W (1) = I −
λ2

γ
ATA

W (k) =
St−1,tλ2

γ
I, k > 1

U (k) = I −
1

γ
(ATA+ St−1,tλ2I), k > 1

V (k) =
1

γ
AT , k = 1, ...,K

b = λ1/γ

h
(k)
t = αk

t

3.4. Learning Parameters with Our sRNN

If the number of layers in stacked RNN (K) is very

high, our network is identical with the TSC, which guar-

antees that all αt’s are sparse. Nevertheless, we also

need to choose proper hyper-parameters in TSC to guar-

antee its good performance for anomaly detection. How-

ever, such hyper-parameter selection is nontrivial. Rather

than optimizing the objective in TSC with the fixed hyper-

parameters, we propose to optimize all parameters in sRNN

simultaneously. Specifically, we optimize parameters in

our sRNN by using an Auto-Encoder way, i.e., we use

the last layer output (hK
t ) of sRNN to reconstruct the in-

put xt with the mapping function parameterized by Z,

i.e., xt = ZhK
t . We denote the parameters in sRNN as

θ = {A, λ1, λ2, Z, α0, γ}. Then we can optimize all pa-

rameters as follows:

min
θ

T
∑

t=1

‖xt − ZhK
t ‖2F + β‖θ‖2F (6)

To solve the Equation (6), we use a min-batch based

Stochastic Gradient Descent (SGD) algorithm. Specifi-

cally, we use the RMSPROP [23] based SGD method, and

the weight for weight decay term β = 0.005. Further,

a larger K will inevitably introduces more computational

cost. Therefore, rather than using a very large K, we use a

small one (K=3). As shown in experiments section, such a

shallow architecture achieves much better performance than

all existing methods. Our sRNN has two advantages: i) we

can learn all parameters in sRNN rather than choosing the

hyper-parameters in TSC; ii) the architecture of our sRNN

is not that deep. In the testing phase, we can get αt = hK
t

in one forward pass, which greatly accelerates anomaly de-

tection.

3.5. Multiple Patches Sampled at Multiple Scales

Sampling multiple patches at multiple scales has been

shown to be a very effective way for improving the anomaly

detection [17]. We also use the same strategy. Specifically,

in our work, we use the spatial ConvNet pretrained on the

UCF101 dataset to extract spatial features for each frame,
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and the size of output feature map is 7×7×2048 ∗. Then we

gradually partition the feature map into increasingly finer

regions: 1×1, 2×2, and 4×4. We use the max pooling over

each subregion. So the feature dimension of all subregions

are the same, i.e., 2048. Rather than learning multiple dic-

tionaries for features at different scales [17], which brings

additional computational cost, features at all scales share

the same dictionary in our method. For the features at mul-

tiple scales, we only enforce a temporal coherent constraint

for features at the same scale and same spatial location.

3.6. Anomaly Detection on Testing Set

In training phase, we can learn the dictionary A which

well encodes the normal events. In testing phase, we feed

the feature of each patch corresponding to time t into our

special sRNN, and with one forward pass, we can get the αt.

So we can calculate the reconstruction error corresponding

to patch xt: l(t) = ‖xt − Aαt‖
2
2. Then, we pick the max-

imum reconstruction error among all patches within this

frame as the frame level reconstruction error. Following the

work [11][3], after calculating all frame level reconstruc-

tion errors for all testing videos, we normalize the errors to

range [0, 1], and calculate regularity score for each frame

based on the following equation:

s(t) = 1−
l(t)−mint l(t)

maxt l(t)−mint l(t)
(7)

Smaller s(t) means the t-th frame is more likely corre-

sponding to an abnormal event.

4. ShanghaiTech Campus Dataset

It is desirable that the anomaly detection model trained

can be directly applied in multiple scenes with multiple

view angles. However, almost all existing datasets only

contain videos captured with one fixed angle camera, and it

lacks diversity of scenes and view angles. To increase scene

diversity, we build a new anomaly detection dataset. To the

best of our knowledge, it is the biggest one for anomaly

detection, and it is even bigger than the summarization of

all existing datasets in terms of the volume of data and the

diversity of scenes. Further we introduce the anomalies

caused by sudden motion in this dataset, such as chasing

and brawling in our dataset, which are not included in exist-

ing datasets. These characteristics make our dataset more

suitable in real scenarios. To better understand the dif-

ferences between our dataset and existing anomaly detec-

tion datasets, we briefly summarize all anomaly detection

datasets as follows:

∗Similar to the work in Conv-AE [11], we also find that the mo-

tion feature, such as optical flow or CNN feature extracted from optical

flow [12] does not help the anomaly prediction.

• CUHK Avenue [17] dataset contains 16 training videos

and 21 testing videos with a total of 47 abnormal

events, including throwing objects, loitering and run-

ning. The size of people may change because of the

camera position and angle.

• UCSD Pedestrian 1 (Ped1) [18] dataset includes 34

training videos and 36 testing videos with 40 irregular

events. All of these abnormal cases are about vehicles

such as bicycles and cars. Pedestrian 2 (Ped2) [18]

dataset contains 16 training videos and 12 testing

videos with 12 abnormal events. The definition of

anomaly for Ped2 is the same with Ped1.

• Subway [1] dataset are 2 hours long in total. There

are two categories, i.e. Entrance and Exit. Unusual

events contain walking in wrong directions and loi-

tering. More importantly, this dataset is recorded in

indoor environment while above ones are recorded in

outdoor environment.

• Our new proposed dataset has 13 scenes with complex

light conditions and camera angles. It contains 130

abnormal events and over 270, 000 training frames.

Moreover, pixel level ground truth of abnormal events

is also annotated in our dataset.

We show some samples of our dataset to Figure 2 and

some statistics of different datasets to Table 1.

5. Experiments

In this paper, we first empirically evaluate our proposed

method under a controlled setting on a synthesized dataset,

then we compare our method with other state-of-the-art

methods on real anomaly detection datasets. Different pa-

rameters in TSC and sRNN are also empirically evaluated.

All codes and dataset will be released ∗.

5.1. Experimental Setup

Parameters. In our experiments, for real anomaly detec-

tion dataset, the dimensionality of feature is 2048, and we

fix the size of dictionary A to 2048 × 2048. For TSC, we

set λ1, λ2, γ to 0.2, 2.0, and 1, respectively. For sRNN, we

set K = 3. We set the length of each video clip T to 10

frames.

Measurements. We can predict whether abnormal event

occurs based on s(t). One can set a threshold and if the

score of the frame is smaller than the threshold, the frame

can be categorized to an abnormal case. Obviously a higher

threshold may cause a higher false negative ratio, while a

lower one may lead to more false alarms. By changing the

∗https://github.com/StevenLiuWen/sRNN TSC Anomaly Detection
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Our dataset

UCSD Ped1 Ped2 CUHK Avenue Subway Enter/Exit

Figure 2. Some samples from our new proposed dataset and other datasets. The first row represents some samples from the UCSD Ped1,

UCSD Ped2, CUHK Avenue and Subway Entrance and Subway Exit datasets, respectively. The second row represents normal scenes from

our proposed dataset (ShanghaiTech Campus). The third row stands for the related abnormal cases where green dots are abnormal regions.

Table 1. Comparision of our dataset with other released datasets.

Dataset
#Frames

#Abnormal Events #Scenes
Total Training Testing Regularity Irregularity

Our Dataset 317,398 274,515 42,883 300,308 17,090 130 13

CUHK Avenue 30,652 15,328 15,324 26,832 3,820 47 1

UCSD Ped2 4,560 2,550 2,010 2,924 1,636 12 1

UCSD Ped1 14,000 6,800 7,200 9,995 4,005 40 1

Subway Entrance 136,524 20,000 116,524 134,124 2,400 66 1

Subway Exit 72,401 7,500 64,901 71,681 720 19 1

threshold gradually, we can arrive at a ROC curve. The Area

Under Curve(AUC) is a commonly used measurement for

detecting irregularity [18]. In this paper, we use frame-level

AUC to evaluate the performance of different methods.

5.2. Evaluate with a Synthesized Dataset

To evaluate the performance of our method for the

anomaly caused by a sudden change of appearance, we de-

ploy experiments on a synthesized Moving-MNIST dataset.

Specifically, we randomly choose two digits from the

MNIST dataset, and put them in the center of a black image

whose size is 225×225 pixels. Then in the next 19 frames,

the digits randomly moving horizontally or vertically. In

this way, we can get a sequence with 20 frames. In our ex-

Figure 3. A sample on the Moving-MNIST dataset.

periments, we synthesize 10,000 sequences for training data

and train the network. For each testing sequence, 5 consec-

utive frames are randomly occluded by randomly inserting
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a 3×3 white box. We generate 3,000 sequences in total as

testing data. Then we use the intensity of the images as

features and normalized it with L2 normalization.

Our model achieves 86.52% and Conv-AE achieves

74.3%, which illustrates that our method significantly out-

performs Conv-AE in terms of AUC. We also show the

curve of s(t) w.r.t. different events in Figure 3. We can

see that our method achieves a more smooth prediction.

5.3. Evaluation with Real Anomaly Datasets

We also evaluate both TSC based and sRNN based

methods on real datasets. Specifically, we conduct exper-

iments on our own dataset as well as two recently most

used datasets, including CUHK Avenue [17] and UCSD

Ped2 [18] ∗.

We list the performance of different methods on these

datasets in Table 2. It clearly shows that both our methods

outperform all existing methods, including ConvAE [11]

and Del et al. [8] which are recently proposed methods

which achieve state-of-the-art performance for anomaly de-

tection. Specifically, since our dataset contains multiple

scenes, which makes our dataset more realistic and chal-

lenging. On this dataset, our TSC based method outper-

forms Conv-AE by about 6% in terms of AUC. On the Ped2

dataset, the improvement of our TSC outperforms Conv-

AE by more than 10%. The improvement is obvious. Fur-

ther, by comparing TSC and sRNN, we can see that per-

formance of sRNN is even better than that of TSC. How-

ever, for sRNN, we don’t need to elaborately choose hyper-

parameters, and the testing phase is more sufficient than

TSC.

Table 2. AUC of different methods on the Avenue, Ped2 and our

dataset (ShanghaiTech Campus).

Avenue Ped2 Our dataset

MPPCA [18] N/A 69.3% N/A

MPPC+SFA [18] N/A 61.3% N/A

HOFME [25] N/A 87.5% N/A

Conv-AE [11] 74.5% 81.1% 60.85%

Del et al. [8] 78.3% N/A N/A

TSC 80.56% 91.03% 67.94%

sRNN 81.71% 92.21% 68.00%

We also compare our sRNN with LSTM based Auto-

Encoder where the same features are used, and ConvLSTM

based Auto-Encoder which extracts features with ConvL-

∗The reason for not using the subway dataset because different ground

truth is annotated in different work [17][11], and different ground truth

favors the performance evaluation of different methods. As for UCSD

pedestrain datasets, Ped1 is more frequently used for pixel-wise anomaly

detection [27] and our work focuses on frame-level prediction, so we only

conduct experiments on Ped2.

STM from raw pixels. The AUC of these methods on Av-

enue and Ped2 is listed in Table 3: We can see that our

sRNN also outperforms these baselines.

Table 3. AUC of two baselines on the Avenue and Ped2.
Avenue Ped2

LSTM-AE 75.33% 83.62%

ConvLSTM-AE 77.00% 88.10%

sRNN 81.71% 92.21%

Finally, we show the change of score (s(t)), similarities

between neighboring frames (St,t−1), distances between

sparse codes of neighboring frames (‖αt−αt−1‖) for some

normal and abnormal events on the Ped2 dataset in Figure 3.

We can see that a smooth similarity and distance can be

found for the frames within the normal or abnormal events,

which agrees with the motivation of our TSC.

5.4. The Effect of Different Hyper­Parameters

Weight of Sparsity Term(λ1). λ1 in Equation (2) con-

trols the sparsity of αt. As shown in Algorithm 1, αk
t is op-

timized based on a soft-thresholding operator. The bigger

λ1 is, the more sparse αt will be. We fix λ2 and dictionary

size to 2.0 and 2048 × 2048, respectively, and change λ1

to observe how this parameter affect AUC on ped2 and Av-

enue. As shown in figure 5(a), bigger λ1 does not always

improve the AUC for both datasets.

Weight of Temporally-coherent Term (λ2). λ2 in Equa-

tion (2) controls the smoothness of the sparse codes be-

tween neighboring frames. Figure 5(b) demonstrates that

a small λ2 would harm the AUC for both the Avenue and

Ped2 datasets.

Dictionary Size. We show the change of the TSC perfor-

mance w.r.t. the change of dictionary size on the Avenue

dataset in Figure 5(c). We can see that a larger dictionary

can not always improve AUC and the optimal dictionary

size varies from different datasets.

Number of Layers in Stacked RNN. The optimization

of SISTA algorithm requires a very large K to achieve a

sparse solution with a small reconstruction error. Fewer it-

erative steps may harm the optimization of TSC. Larger K
means a deeper sRNN is needed for its TSC counterpart.

However, a very deep sRNN may lead to gradient vanish-

ing or explosion, which is harder to optimize. To validate

how K affect the performance of our sRNN, we set it to 3

and 30, respectively. The sparsity (percentage of zero en-

tries) of 3 layers based sRNN and that of 30 layers based

sRNN is 80.0% and 92.7%, respectively, while the AUC for

3 layers based sRNN and 30 layers based sRNN is 91.03%
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Figure 4. Scores, similarities and distances between neighboring frames for a video sample on Ped2. We can see that the similarities

between neighboring frames can be kept for normal events. We highlight the abnormal events with red boxes. (Best viewed in color)

(a) AUC versus λ1 (b) AUC versus λ2
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Dictionary Size (λ1=0.1, λ2=1.0)
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Ped2

(c) AUC versus dictionary size

Figure 5. The change of AUC w.r.t. λ1, λ2 and the size of dictionary. (Best viewed in color)

and 88.10%, respectively. This experiment shows that spar-

sity does not necessarily lead better performance in sRNN.

In our experiments, we set K = 3 for all datasets. Such a

shallow architecture also accelerates the inference of αt(ht)
in testing phase.

5.5. Running Time

Our sRNN model takes about one hour to train on Av-

enue for 10,000 steps.It takes about 0.02s for anomaly de-

tection of a frame. While the prediction of a frame for a

TSC based method is about 10 times slower than that of

sRNN if we set K = 30 in SISTA algorithm. Therefore,

our sRNN is an effective and efficient solution for anomaly

detection.

6. Conclusion

In this paper, we propose a TCS framework for anomaly

detection which preserves the similarities between the

frames within the normal/abnormal events. Our TCS can

be interpreted with a special sRNN. By optimizing all pa-

rameters in sRNN simultaneously, we can avoid the nontriv-

ial parameter selection, and reduce the computational cost

for inferring the reconstruction coefficients in testing phase.

Considering the fact that most anomaly detection datasets

only contain one scene with the same view angle, we build

a datasets which is the most challenging one in terms of

data volume and scene diversity. Extensive experiments on

both a synthesized dataset and real datasets validate the ef-

fectiveness of our TCS and sRNN methods.
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