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Abstract

This paper is the first to address the problem of unsu-

pervised action localization in videos. Given unlabeled

data without bounding box annotations, we propose a

novel approach that: 1) Discovers action class labels

and 2) Spatio-temporally localizes actions in videos. It

begins by computing local video features to apply spec-

tral clustering on a set of unlabeled training videos.

For each cluster of videos, an undirected graph is con-

structed to extract a dominant set, which are known for

high internal homogeneity and in-homogeneity between

vertices outside it. Next, a discriminative clustering ap-

proach is applied, by training a classifier for each clus-

ter, to iteratively select videos from the non-dominant set

and obtain complete video action classes. Once classes

are discovered, training videos within each cluster are

selected to perform automatic spatio-temporal annota-

tions, by first over-segmenting videos in each discovered

class into supervoxels and constructing a directed graph

to apply a variant of knapsack problem with temporal

constraints. Knapsack optimization jointly collects a

subset of supervoxels, by enforcing the annotated ac-

tion to be spatio-temporally connected and its volume

to be the size of an actor. These annotations are used

to train SVM action classifiers. During testing, actions

are localized using a similar Knapsack approach, where

supervoxels are grouped together and SVM, learned us-

ing videos from discovered action classes, is used to

recognize these actions. We evaluate our approach on

UCF-Sports, Sub-JHMDB, JHMDB, THUMOS13 and

UCF101 datasets. Our experiments suggest that despite

using no action class labels and no bounding box an-

notations, we are able to get competitive results to the

state-of-the-art supervised methods.

1. Introduction

The problem of action recognition is to classify a

video by assigning a label from a given set of anno-

Input
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2. Action Annotations
3. Action Localizations

Figure 1. We tackle the problem of Unsupervised Action Lo-

calization without any action class labels or bounding box an-

notations, where a given collection of unlabeled videos contain

multiple action classes. First, the proposed method discov-

ers action classes by discriminative clustering using dominant

sets (e.g. green and purple contours show clusters for kicking

and diving actions, respectively) and then applies a variant of

knapsack problem to determine spatio-temporal annotations of

discovered actions (yellow bounding boxes). Then, these an-

notations and action classes are used together to train an action

classifier and perform Unsupervised Action Localization.

tated action classes, whereas in action localization the

spatio-temporal extent of an action is detected and is

also recognized. Existing action recognition and local-

ization approaches [46, 18, 6] heavily rely on strong su-

pervision, in the form of training videos, that have been

manually collected, labeled and annotated. These ap-

proaches learn to detect an action using manually anno-

tated bounding boxes and recognize using action class

labels from training data. Since, supervised methods

have the spatio-temporally annotated ground truth at

their disposal, they can take advantage of learning detec-

tors and classifiers by fine-tuning over the training data.

However, supervised algorithms have some disad-

vantages compared to unsupervised approaches, due to

the difficulty of video annotation. First, a video may

consist of several actions in complex cluttered back-

ground. Second, video level annotation in a supervised

setting involves manually labeling the location (bound-

ing box), the class of each action in videos and the tem-

poral boundaries of each action, which is quite time con-
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suming. Third, actions vary spatio-temporally (i.e. in

height, width, spatial location and temporal length) re-

sulting in various tubelet deformations. Fourth, different

people may have a different understanding of the tempo-

ral extent of an action, which results in unwanted biases

and errors. Collecting large amounts of accurately an-

notated action videos is very expensive for developing

a supervised action localization approach, considering

the growth of video datasets with large number of action

classes [40, 12, 5, 44, 16, 1]. On the contrary, training an

unsupervised system neither requires action class labels

nor bounding box annotations. Given the abundance of

unlabeled videos available on the Internet, unsupervised

learning approaches provide a promising direction.

In this paper, we automatically discover action

classes by discriminatively clustering a group of unla-

beled training videos. Our approach begins by selecting

a strongly coherent subset called a dominant set within

each cluster, and trains a classifier for each action clus-

ter to iteratively assign an action class to all the videos.

Next, using these action classes, we propose a Knapsack

approach to annotate actions in training videos. In this

approach, we segment the video into supervoxels and

using a combinatorial optimization framework we select

the supervoxels that belong to the actor performing the

action. Hence, we automatically obtain the ground truth:

1) action class labels and 2) actor bounding box annota-

tions, for training videos and learn an action classifier to

perform Unsupervised Action Localization (see Fig. 1).

In summary, this paper makes the following contribu-

tions: 1) Automatic discovery of action class labels us-

ing a new discriminative clustering approach with dom-

inant sets (Sec. 3). 2) We propose a novel Knapsack

approach with graph-based temporal constraints to an-

notate actions in training videos (Sec. 4). 3) The anno-

tations within each cluster of videos are jointly selected

by Binary Integer Quadratic Programming (BIQP) opti-

mization to train action classifiers (Sec. 4.1). 4) Struc-

tural SVM is used to learn the pairwise relations of

supervoxels within foreground action and foreground-

background, which enforces that the supervoxels be-

longing to the action to be simultaneously selected (Sec.

5.1). 5) Lastly, we address a new problem of Unsuper-

vised Action Localization (Sec. 5.2). In the next section

we review existing literature relevant to our approach.

2. Related Work

Unsupervised Action Clustering aims to group videos

of similar human actions into separate action classes,

without any action localization. These approaches [33,

24, 51, 14, 15, 19] use local features to compute sim-

ilarity among action videos. Wang et al. [48] use the

coarse shape of human figures to match pairs of action

images using a linear programming approach. Niebles

et al. [24] use pLSA and LDA to learn intermediate top-

ics associated with actions to cluster them. Yang et al.

[51] discover sub-actions as motion primitives to con-

struct a string matching similarity matrix for clustering.

Jones and Shao [14] present a Feature Grouped Spec-

tral Multigraph (FGSM) approach, that uses a spectral

embedding on a feature graph to cluster actions. Liu

et al. [19] suggest a hierarchical clustering multi-task

learning method for jointly grouping and recognizing

human actions. Jones and Shao [15] propose a Dual As-

signment k-Means (DAKM) approach, which considers

the contextual relations between actions and scenes for

human action clustering. In contrast, we perform both

action discovery as well as localization in an unsuper-

vised manner. Our action discovery method employs a

discriminatively-learned similarity as compared to stan-

dard low-level similarity metric (e.g. Euclidean), to iter-

atively cluster videos.

Supervised Action Localization has been extensively

studied in recent years [55, 54, 50, 8, 4, 17, 47, 10, 49,

29, 2, 20, 52, 34, 29, 45, 3, 22, 53, 41, 21, 57, 26, 56, 43,

55, 6, 37]. Since, we are the first to propose an unsuper-

vised action localization method, this section only cov-

ers supervised works related to our approach. Among

the supervoxel based methods, Jain et al. [9] proposed

a hierarchical merging approach that produced multiple

layers of segmentation for each video. Soomro et al.

[36] use context walk with Conditional Random Field

(CRF) to segment actions. These approaches use heuris-

tics based on low-level feature similarity to define super-

voxel merging criteria. They neither consider temporal

connectedness nor spatial size of the actor within the ac-

tion. Our knapsack approach is different in three key as-

pects: 1) it uses volume constraints to enforce detected

action to be consistent with human spatial size, 2) tem-

poral constraints to ensure that the detection is contigu-

ous and well-connected, and 3) a discriminative selec-

tion criterion is learnt using Structured SVM to model

supervoxel pairwise relations.

3. Action Discovery in Training Videos

through Discriminative Clustering

In our proposed approach, we first aim to discover

action classes from a set of unlabeled videos. We start

by computing local feature similarity between videos

to apply spectral clustering. Then, within each cluster,

we construct an undirected graph to extract a dominant

set. This subset is used to train a Support Vector Ma-
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Algorithm 1 Algorithm to Discover K Action Classes

Input: Action Discovery Video Set V
Output: Action Clusters C1 . . . CK

1: procedure DISCOVER ACTION CLASSES(V)

2: C1 . . . CK ⇐ spectral clustering(V)
3: Ξ1 . . .ΞK ⇐ dominant sets(C1 . . . CK)

4: Λ ⇐
⋃K

k=1 Ξ̃k

5: C1 . . . CK ⇐ Ξ1 . . .ΞK

6: do

7: for k = 1 to K do

8: Ωk ⇐ svm train(Ck,
⋃K

k′=1,k′ 6=k Ck′)
9: Cnew

k ⇐ select top(Ωk,Λ, η)
10: Ck ⇐ Ck ∪ Cnew

k

11: end for

12: Λ ⇐ Λ\
⋃K

k=1 C
new
k

13: while Λ 6= ∅
14: return C1 . . . CK

15: end procedure

chine (SVM) classifier within each cluster and discrimi-

natively selects videos from the non-dominant set to as-

sign to one of the clusters in an iterative manner (see

Alg. 1).

Let the index of unlabeled training videos range be-

tween n = 1 . . . N , where N is the total number of

videos. Given this set of videos V = {V1,V2, . . . ,VN},

our goal is to discover video action classes. We initiate

by obtaining a set of K clusters C1 . . . CK using spectral

clustering [23], where Ck ⊆ V, ∀k = 1 . . .K. Since,

the initial clusters can be noisy as they are computed us-

ing a low-level similarity metric (e.g. χ2), we propose

a data-driven approach to discriminatively refine each of

these initial clusters. In this iterative approach, we select

a subset Ξk ⊆ Ck, called dominant set [27, 28], from

each cluster Ck. Dominant set clusters are known to

maintain high internal homogeneity and in-homogeneity

between items within the cluster and those outside it.

For completeness, we present the basic definition and

properties of dominant set next. For each cluster Ck

we construct an undirected edge-weighted graph with no

self-loops Gk(Vk,Ek, ωk), whose vertices correspond

to videos, edges represent neighborhood relationships,

weighting the video similarity (using C3D deep features

[42]), and ω : E → R∗
+ is the (positive) weight function.

The graph Gk is represented using a weighted adjacency

(similarity) matrix, which is non-negative and symmet-

ric Ak = aijk , where aijk = ωk(i, j) if (i, j) ∈ Ek, and

aijk = 0 otherwise. As there are no self-loops in Gk, the

main diagonal of Ak is zero.

Let Ξk ⊆ Vk be a non-empty set, i ∈ Ξk and

j /∈ Ξk, we define the function φk(i, j), which mea-

sures the relative similarity, using χ2 similarity ma-

trix, between vertices i and j with respect to the aver-

age similarity between vertex i and its neighbors in Ξk

as φk(i, j) = aijk − 1
|Ξk|

∑
i′∈Ξk

aii
′

k . For each vertex

i ∈ Ξk we recursively define its weight, with regard to

Ξk, as follows:

ωΞk
(i) =

{

1, if|Ξk| = 1
∑

j∈Ξk\{i}
φΞk\{i}

(j, i)ωΞk\{i}
(j), otherwise,

(1)

and the total weight of Ξk is defined by W (Ξk) =∑
i∈Ξk

ωΞk
(i). A non-empty subset of vertices Ξk ⊆

Vk such that W (J) > 0 for any non-empty J ⊆ Ξk, is

said to be a dominant set if:

1. ωΞk
(i) > 0, for all i ∈ Ξk

2. ωΞk∪{i}(i) < 0, for all i /∈ Ξk.

These dominant sets are obtained for each action

cluster, Ck, using a continuous optimization technique

known as replicator dynamics [27, 28], arising from

evolutionary game theory. As shown in Algorithm 1, we

group non-dominant sets into Λ and initialize clusters

to dominant sets. Then, iteratively we train a one-vs-all

linear SVM classifier Ωk for each cluster, using videos

from the same cluster as positive examples and videos

from the remaining clusters as negative examples. In

each iteration, we test the classifier on Λ to select top η
videos for each action and add them to their respective

clusters, until the set Λ is empty.

4. Spatio-temporal Annotation of Training

Videos using Knapsack

Given discovered action classes from our discrimina-

tive clustering approach, our aim is to annotate the ac-

tion within each training video in every cluster. We be-

gin by oversegmenting a video into supervoxels, where

every supervoxel either belongs to the foreground action

or the background. Our goal is to select a group of super-

voxels that collectively represent an action. We achieve

this goal by solving the 0-1 Knapsack problem: Given

a set of items (supervoxels), each with a weight (volume

of a supervoxel) and a value (score of a supervoxel be-

longing to an action), determine the subset of items to in-

clude in a collection, so that the total weight is less than

a given limit and total value is as high as possible. This

combinatorial optimization problem would select super-

voxels in a video based on their individual scores, hence
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Figure 2. This figure shows the proposed knapsack approach in this paper. (a) Given an input video we extract supervoxel (SV)

segmentation. (b) Each supervoxel is assigned a weight (spatio-temporal volume) and a value (score of belonging to the foreground

action). (c) A graph Gn is constructed using supervoxels as nodes. (d) Temporal constraints are defined for the graph to ensure

contiguous selection of supervoxels from start (σ) to end (τ ) of an action. (e) Knapsack optimization is applied to select a subset

of supervoxels having maximum value, constrained by total weight (volume of the action) and temporal connectedness. (f) The

knapsack process is repeated for more action annotations. (g) Annotations represented by action contours.

resulting in a degenerate solution, where selected super-

voxels are not spatio-temporally connected throughout

the video. Therefore, we propose a variant of knapsack

problem with temporal constraints that enforces the an-

notated action to be well-connected and the weight limit

ensures the detected volume is the size of an actor in

the video. Since, the solution to the knapsack problem

results in a single action annotation, we solve this prob-

lem iteratively to generate multiple annotations, while

they satisfy the given constraints (see Fig. 2).

Let a video Vn be defined as a set of supervoxels

Vn = {v1
n,v

2
n, . . . ,v

M
n }, where vυ

n, υ = 1, . . . ,M
is the υth supervoxel in nth video and M is the to-

tal number of supervoxels in each video. The fea-

tures associated with supervoxel vυ
n are given by xυ

n =
{1x

υ
n . . .Rx

υ
n}, where R is the total number of features.

Next, we construct a Directed Acyclic Graph (DAG),

Gn(Vn,En) for each training video n, with super-

voxels as nodes and edges connecting spatio-temporal

neighbors. Graph Gn is a temporally forward flowing

graph, that starts connecting supervoxels from the be-

ginning of the video, to their temporal successors, until

the end of the video. The adjacency matrix Zn defining

the graph Gn is as follows:

Zn(υ, υ
′) =





1, if vυ
n ∈ NGn

(vυ′

n ) & fstart(v
υ′

n ) > fstart(v
υ
n)

& fend(v
υ′

n ) > fend(v
υ
n)

0, otherwise,

(2)

where NGn
(.) captures the spatio-temporal neighbor-

hood of a supervoxel, fstart is the starting and fend is

the ending frame of a supervoxel.

Knapsack aims at selecting a contiguous and most

valuable subset of nodes in this graph that form an ac-

tion. Next, we define the value and weight of its items,

as well as the temporal constraints.

Knapsack Value: Let the value of each supervoxel

be defined by its score of belonging to the foreground

action, πυ
n. Each supervoxel in a video contains dis-

criminative information towards an action, our aim is

to assign every supervoxel an action distinctness score,

which consists of: 1) Humanness, 2) Saliency [7] and 3)

Motion Boundary [46].

Given a video Vn, we use Faster-RCNN [31] to

generate a set of human detection bounding boxes

Bn = {B1
n . . .B

Fn

n } along with their scores Γn =
{Γ1

n . . .Γ
Fn

n }, where Bf
n, f = 1, . . . , Fn, is the set of

bounding boxes in f th frame of a video Vn ∈ V and

Fn is the total number of frames. For each bounding

box bB
f
n ∈ Bf

n, the human detection score is given by

bΓ
f
n ∈ Γf

n. The humanness score for every supervoxel

vυ
n is defined as:

Shm(vυ
n,Bn,Γn) =

ρ−1
Fn∑

f=1

argmax
b

(
fv

υ
n ∩ bB

f
n

| fv
υ
n|

)
. bΓ

f
n, (3)

where ρ is the normalization factor, fv
υ
n is the seg-

mented region in frame f and |.| is its area. This function

computes the weighted average overlap of a supervoxel

region with its best overlapping bounding box in each

frame.

We define the action distinctness as a combination of

humanness, saliency and motion boundary as follows:

Π(vυ
n,Bn,Γn,x

υ
n) = γhmShm(vυ

n,Bn,Γn)

+ γsalSsal(v
υ
n,x

υ
n) + γmbSmb(v

υ
n,x

υ
n), (4)

where Ssal(.) and Smb(.) are the functions to com-

pute supervoxel saliency and motion boundary, respec-

tively. The associated weights in Eq. 4 are symbol-
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ized by γ. Finally, the supervoxel value is given by

πυ
n = Π(vυ

n,Bn,Γn,x
υ
n).

Knapsack Weight: The weight of a supervoxel is de-

fined by its spatio-temporal volume θυn. We aim to se-

lect supervoxels that occupy a combined volume similar

to that of an action. Hence, the total weight limit is de-

fined as:

Θn = O−1
Fn∑

f=1

O∑

b=1

| bB
f
n|, (5)

where O is the number of bounding boxes in each frame.

Temporal Constraints: We enforce temporal con-

straints to enable the algorithm in selecting supervoxels

that are spatio-temporally connected. These constraints

are defined on our DAG, to ensure that a supervoxel is

selected only if at least one of its temporal predecessor

is also selected. These set of constraints are defined by

the rows of the matrix Hn = I − ZT
n , where I is the

identity matrix and Zn is from Eq. 2. Fig. 2(d) shows

the rows of Hn, whose sum should be less than or equal

to zero for the selected supervoxels.

We associate with each supervoxel vυ
n ∈ Vn a binary

label variable uυ
n, which is 1 if vυ

n belongs to the fore-

ground action and 0 otherwise. In addition to the M su-

pervoxel variables, we introduce two dummy variables:

1) source (uσ
n) and 2) sink (uτ

n), that connect to the su-

pervoxels in the first and last frame of a trimmed video,

respectively. This ensures that the solution spans the en-

tire length of the video. We solve the following Binary

Integer Linear Programming (BILP) optimization to lo-

calize an action:

maximize
un

M+2∑

m=1

πm
n um

n subject to

M+2∑

m=1

θmn um
n ≤ Θ,

um
n ∈ {0, 1}, uσ

n = 1, uτ
n = 1, Hnun ≤ 0.

(6)

This function optimizes over supervoxels to select the

set of supervoxels having maximum value, while satisfy-

ing temporal order and the weight limit. For untrimmed

videos (e.g. in THUMOS13), we solve the above opti-

mization by initiating and terminating at different tem-

poral locations and sliding across the video.

Action Annotations: Since, each knapsack solution (in

Eq. 6) gives an annotated action, we handle multi-

ple actions in a video by recursively generating multi-

ple annotations pq
n =

⋃M

υ=1 v
υ
n, ∀uυ

n 6= 0, where

q = 1, . . . , Qn and Qn is the total number of action

annotations in video Vn, by excluding the selected su-

pervoxels from Vn in each iteration.

4.1. Joint Annotation Selection

Action annotation using iterative knapsack approach

can result in multiple action annotations per video, how-

ever due to complex background clutter, not all annota-

tions may belong to the foreground action, due to false

positives. Hence, we leverage multiple videos in a clus-

ter Ck, to jointly select the annotations that belong to the

common action class. The selected final action annota-

tions per video, will be used to train a Support Vector

Machine classifier and localize actions in testing videos.

We associate with each action annotation pq
n a binary

label variable rqn, which is 1 if pq
n contains the common

action and 0 otherwise. We denote rn to be a Qn di-

mensional vector by stacking rqn. Under the assumption

that each video Vn has only one annotation that con-

tains the common action, we solve the following Binary

Integer Quadratic Programming (BIQP) optimization,

which minimizes the distance between all action annota-

tions across videos, under the constraint of selecting the

most similar action annotation from each video:

minimize
rn

rTnUrn −Prn,

subject to rn ∈ {0, 1}, ∀Vn ∈ V :

Qn∑

q=1

rqn = 1,

(7)

where U is the χ2 action distance matrix and P is the

action annotation prior. For each action annotation pq
n,

vector P contains the concatenated action prior score

Φq
n =

∑M

υ=1 π
υ
n, ∀u

υ
n 6= 0. Since the quadratic function

in Eq. 7 is non-convex, we make it convex by taking the

normalized laplacian [35] of U, Ũ = I−D− 1

2UD− 1

2 ,

where D is the diagonal matrix containing row sums of

U and I is the identity matrix. Next, we relax the binary

constraints of rn to linear constraints, allowing it to take

any value between 0 and 1, making it a convex optimiza-

tion problem to be solved using standard techniques.

5. Unsupervised Action Localization

Given the automatically obtained action class la-

bels and annotations for every training video, we learn

a SVM action classifier to localize actions in testing

videos. Next, we propose to use these annotations to

discriminatively learn supervoxel unary and pairwise re-

lations to compute action distinctness in Knapsack.

5.1. Training Action Classifiers

Knapsack approach to action annotation selects su-

pervoxels by maximizing the sum of individual scores
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to annotate actions. These scores in Eq. 4 measure su-

pervoxel distinctness based on their local features in an

unsupervised manner. However, these scores are nei-

ther learnt discriminatively nor do they use information

from neighboring relations in the graph Gn(Vn,En),
to help select the best supervoxels. We propose to learn

unary and pairwise scores from selected action annota-

tions (see Sec. 4.1) in the training data.

SVM for Unary Learning: We learn a discriminative

SVM classifier by using supervoxels within selected ac-

tion annotations (in Eq. 7) as positive examples and the

rest as negative examples.

Structural SVM for Pairwise Learning: Let vυ′

n ∈
NGn

(vυ
n) belong to the neighborhood of vυ

n. We gather

such pairwise relations from training videos and their

annotations (in Eq. 7) to propose a Structural Support

Vector Machine (S-SVM) formulation with margin re-

scaling construction, which captures the relations be-

tween foreground-background as well as within fore-

ground action using structured labels, as follows:

minimize
w

1

2
‖w‖2 + λ

N∗M∑

l=1

ξl,

subject to 〈w,Ψl([xlxl′ ],yl)〉 − 〈w,Ψl([xlxl′ ],y)〉

≥ ∆(yl,y)− ξl,

∀y ∈ Y \ yl, ξl ≥ 0, ∀l,
(8)

where ξ represents the slack variables, w is the learned

weight vector, [.] is the concatenation of the feature

vectors, Y = {−1, 0, 1} is the set of all labels and

Ψ(x,y) = x · sign(y) is the joint feature function for

a given input and output sample. The constraint with

the loss function ∆(yl,y) ensures that the score for the

correct label yl is higher than other labels. This can

result in large number of constraints, therefore only a

subset of constraints are used, known as the most vi-

olated constraints, by finding the label y which maxi-

mizes 〈w,Ψ([xlxl′ ],y)〉+∆(yl,y). The labels in Eq.

8 are defined as:

Y =





−1, vl /∈ κ ∧ vl′ /∈ κ

0, vl ∈ κ ∧ vl′ /∈ κ

1, otherwise,

(9)

where κ =
⋃N

n=1

⋃Q

q=1 p
q
n and ∧ is the logical AND

operator. With ζ and ε as arbitrary constants showing

relative loss, we define the loss function in Eq. 8 as:

∆(yl,yl′) =





|yl − yl′ |, vl /∈ κ ∧ vl′ /∈ κ

ζ + ε, vl ∈ κ ∧ vl′ /∈ κ

ε, otherwise,

(10)

This loss function ensures that a pair of supervoxels

get maximum score if they belong to the annotated ac-

tion and minimum if either of them belongs to the back-

ground. A prediction function is learned ψP : X 7→ Y
that scores a pair of supervoxels in the testing video as:

ψP([xtxt′ ]) = argmax
y∈Y

〈w,Ψt([xtxt′ ],yt)〉. (11)

5.2. Testing using Knapsack Localization

In a testing video Vs, we compute supervoxels Vs =
{v1

s . . .v
T
s }, where t = 1, . . . , T , and extract their fea-

tures xs to build a DAG, Gs(Vs,Es). Next, we ap-

ply knapsack approach (see Sec. 4 as used in training

videos) along with SVM classifier, learned from auto-

matically discovered video action class labels and anno-

tations, to localize the action by solving the optimization

in Eq. 6. Since, we are able to learn the unary and pair-

wise relations between supervoxels from action annota-

tions in training videos, we use the following updated

function to compute supervoxel action distinctness:

Π(vt
s,Bs,Γs,x

t
s) = γhmShm(vt

s,Bs,Γs)

+γsalSsal(v
t
s,x

t
s)+γmbSmb(v

t
s,x

t
s)+γUΥU (v

t
s,x

t
s)

+ γPΥP(v
t
s,x

t
s,Gs), (12)

where ΥU (.) and ΥP(.) are the unary and pairwise

functions, respectively. The weights in Eq. 12 are

symbolized by γ. The pairwise function is an accu-

mulation of neighboring relations ΥP(v
t
s,x

t
s,Gs) =

̺−1
∑NGn

(vt

s
)

t′=1 ψP([xtxt′ ]), where ̺ is a normalizing

constant.

6. Experimental Results and Analysis

We evaluate our Unsupervised Action Discovery and

Localization approach on five challenging datasets: 1)

UCF Sports [32, 39] 2) JHMDB [11], 3) Sub-JHMDB

[11] 4) THUMOS13 [13], and 5) UCF101 [40]. We pro-

vide the experimental setup, evaluation metrics, and an

analysis of quantitative and qualitative results.

Experimental Setup: For the videos in training we ex-

tract C3D deep learning features [42] to cluster them

into action classes with η=2. For action localization,

we extract improved dense trajectory features (iDTFs)

[46] for all videos. This is followed by supervoxel seg-

mentation [25], which are encoded using Fisher [30]

representation of iDTFs, with 256 Gaussians. Knap-

sack localization is classified using one-vs-all SVMs

trained on action classes discovered by our approach.

The parameters for knapsack value in Eqs. 4 and 12
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Table 1. This table shows action discovery results using C3D

on training videos of: 1) UCF Sports 2) Sub-JHMDB, 3) JH-

MDB, 4) THUMOS13, and 5) UCF101. We also show com-

parison of C3D [42] and iDTF [46] features on UCF Sports.

UCF
Sports

Sub
JHMDB JHMDB

THUMOS
13 UCF101

iDTF C3D

K-Means 34.9 64.4 41.1 40.4 62.1 45.4

K-Medoids 26.4 59.6 36.6 34.3 67.3 33.0

S&M [35] 44.2 63.2 45.9 37.9 54.4 7.8

DS [28] 53.3 66.1 37.3 31.1 33.9 19.2

SC [23] 59.4 76.5 48.7 49.5 80.2 51.6

DAKM [15] 60.9 78.5 52.2 50.2 82.5 37.1

Proposed 69.9 90.1 57.4 53.7 88.3 61.2

do not require tuning as we use normalized scores i.e.

(γhm = γsal = γmb = γU = γP = 1). We used IBM

CPLEX to solve BILP and BIQP optimizations.

Evaluation Metrics: Lan et al.’s [18] experimental

setup is used to report localization results with Area Un-

der Curve (AUC) of ROC (Receiver Operator Character-

istic) at varying overlap threshold with the ground truth.

Unsupervised Action Discovery: The proposed ap-

proach discovers the action labels in training videos

of five datasets. We compare the performance of our

approach with: K-Means, K-Medoids, Shi and Malik

(S&M) [35], Dominant Sets (DS) [28], Spectral Cluster-

ing (SC) [23] and the state-of-the-art DAKM [15] clus-

tering methods. We follow DAKM’s [15] experimental

setup and evaluation, by setting the number of clusters

to be the number of action classes in each dataset. The

clustering results are reported in Table 1. Clustering on

all datasets has been performed using C3D features, ex-

cept for UCF Sports where we also report results using

iDTF features for comparison. Table 1 shows that our

approach gives superior performance on all five datasets.

It is evident that unsupervised clustering of human ac-

tions is a challenging problem and known techniques

such as K-Means, K-Medoids and NCuts [35] don’t per-

form well. Significant improvement over Dominant Sets

[28] and Spectral Clustering [23] highlights the strength

of the proposed iterative approach, which we attribute

to the ability of dominant sets to select a subset of co-

herent videos to train SVM and discriminatively learn

to cluster actions. We observe highest performance on

UCF Sports, which has the presence of distinct scenes

and motion in the dataset, as compared to JHMDB and

UCF101, that have complex human motion, independent

of scene, and large intra-class variability.

Unsupervised Action Annotation: We independently

evaluate the quality of annotations to localize actions,

by assuming perfect action class labels to propose a

weakly-supervised approach. We show the strength of

Table 2. This table shows comparison of localization perfor-

mance with weakly-supervised approach [21] on UCF Sports.

Actions Dive Golf Kick Lift Ride

Ma et al. [21] 44.3% 50.5% 48.3% 51.4% 30.6%

Proposed (Weakly) 59.4% 59.9% 37.7% 59.5% 14.1%

Actions Run Skate Swing-B Swing-S Walk Average

Ma et al. [21] 33.1% 38.5% 54.3% 20.6% 39.0% 41.0%

Proposed (Weakly) 50.0% 57.9% 50.0% 44.6% 43.4% 47.7%

our Knapsack annotation approach by performing sig-

nificantly better (∼ 7%) than published state-of-the-art

weakly-supervised method of Ma et al. [21] in Table 2.

Unsupervised Action Localization: We show localiza-

tion performance using AUC curves for (a) UCF Sports

(b) JHMDB, (c) Sub-JHMDB, and (d) THUMOS13 in

Fig. 3. The difference in performance is attributed to

the supervised vs. unsupervised nature of the meth-

ods. The results highlight that the proposed method

performs competitive to the state-of-the-art supervised

methods, that use video level class labels as well as

ground truth bounding box annotations. In comparison

we don’t use any such information, and with our action

discovery approach and knapsack for localization, we

are able to perform better than some of the supervised

methods [18, 41] on UCF Sports. Supervised baseline

results have been reported by Wang et al. [47] on Sub-

(a) (b)

(c) (d)

Figure 3. This figure shows AUC of the proposed Unsuper-

vised Action Localization approach, along with existing su-

pervised methods on (a) UCF Sports, (b) JHMDB, (c) Sub-

JHMDB and (d) THUMOS13. The curves for the [P]roposed

method is shown in red and supervised [B]aseline in black,

while other supervised localization methods including [L]an

et al. [18], [T]ian et al. [41], [W]ang et al. [47], [G]kioxari

and Malik [6], [J]ain et al. [9], [S]oomro et al. [38, 36] are

presented with different colors. For UCF Sports we also re-

port our proposed ([P]-i) localization approach by learning a

classifier on action discovery using iDTF [46] features.
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(a) (b)

Figure 4. This figure shows the contribution of (a) Joint Anno-

tation Selection (Eq. 7) and (b) individual components in com-

puting action distinctness score for Knapsack value (Eq. 12)

using AUC on UCF Sports. It includes [M]otion Boundary,

[S]aliency, [H]umanness, [P]airwise S-SVM, [U]nary SVM

and a combination of All i.e. M+S+H+U+P.

JHMDB and Soomro et al. [38, 36] on UCF Sports,

JHMDB and THUMOS13. These baselines have been

computed by exhaustively generating bounding boxes

and connecting them spatio-temporally. Then, a clas-

sifier trained on ground truth annotations and iDTF fea-

tures is applied for recognition. We outperform these

baselines on all datasets in an unsupervised manner and

at higher overlap thresholds. Our qualitative results are

shown in Fig. 5, with action localization (yellow) and

ground truth (green bounding box). In case of low-

contrast and slow-motion the underlying supervoxel ap-

proach merges the actor with the background, therefore,

when knapsack limits the localization to a specific actor

volume, the proposed approach fails to localize (Fig. 5).

Feature Comparison: We show a comparison of the

proposed action discovery approach using C3D and

iDTF features in Table 1. The proposed approach per-

forms significantly better using either features. C3D

provides higher accuracy as they are semantically sep-

arable and provide better generalization over iDTF.

Please note that although C3D features are extracted by

supervised training on Sports1M dataset [42], we stress

that these features are unsupervised relative to our exper-

imental datasets, as no video action class label informa-

tion nor bounding box annotations, from these datasets,

have been used for feature training. Furthermore, we ex-

tend our comparison of features to Unsupervised Action

Localization on UCF Sports (see Fig. 3 (a)). The results

show similar localization performance of proposed ap-

proaches ([P] with C3D and [P]-i with iDTF), indicating

the efficiency of Knapsack method for action detection.

Component’s Contribution: The proposed approach

has several steps that contribute to its performance. We

quantify the relative contributions of each step in Fig.

4, which shows the AUC curves computed on UCF-

Sports. In the absence of bounding box annotations,

we use knapsack to annotate actions in training videos.
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Figure 5. This figure shows qualitative results for the proposed

approach on UCF Sports, Sub-JHMDB, JHMDB, and THU-

MOS13 datasets (top four rows). Last row shows failure case

from JHMDB dataset. The action localization is shown by yel-

low contour and ground truth bounding box in green.

However, annotations may include false positives, re-

sulting in a poorly trained classifier. Therefore, the An-

notation Selection approach jointly selects action anno-

tations in training videos that belong to the common

action class within a cluster, to improve testing perfor-

mance as shown in Fig. 4(a). Fig. 4(b) shows the con-

tribution of each component in action distinctness score

(Eq. 12), where pairwise learning using Structural SVM

gives the best individual performance, capturing the su-

pervoxel relations within a video to localize the action.

Computation Cost: Knapsack complexity is:

O(Mlog Θ
M
). Total time for UCF Sports dataset:

Action Discovery in Alg.1 (∼2min), Knapsack in

Eq.6 (∼1min) and Joint Annotation Selection in Eq.7

(∼1.1min), using an unoptimized MATLAB code

running on an Intel Xeon E5645@2.4 Ghz/40GB RAM.

7. Conclusion

In this paper, we automatically discovered video ac-

tion class labels and bounding box annotations to ad-

dress the new problem of Unsupervised Action Localiza-

tion. The presented approach discovers action classes,

by using a discriminative clustering approach, and lo-

calizes actions, using novel knapsack optimization for

supervoxel selection.
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