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Figure 1: The number of sentences within paragraphs is
normally distributed, with on average 3.65 sentences per
paragraph.

1. Supplementary material

In the supplementary material, we compare and contrast
our dataset with other datasets and provide additional de-
tails about our dataset. We include screenshots of our col-
lection interface with detailed instructions. We also pro-
vide additional details about the workers who completed
our tasks.

1.1. Comparison to other datasets.

Curation and open distribution is closely correlated with
progress in the field of video understanding (Table 1). The
KTH dataset [16] pioneered the field by studying human
actions with a black background. Since then, datasets like
UCF101 [18], Sports 1M [6], Thumos 15 [5] have fo-
cused on studying actions in sports related internet videos
while HMDB 51 [9] and Hollywood 2 [10] introduced a
dataset of movie clips. Recently, ActivityNet [1] and Cha-
rades [17] broadened the domain of activities captured by
these datasets by including a large set of human activities.
In an effort to map video semantics with language, MPII

MD [13] and M-VAD [19] released short movie clips with
descriptions. In an effort to capture longer events, MSR-
VTT [20], MSVD [2] and YouCook [3] collected a dataset
with slightly longer length, at the cost of a few descrip-
tions than previous datasets. To further improve video an-
notations, KITTI [4] and TACoS [11] also temporally lo-
calized their video descriptions. Orthogonally, in an effort
to increase the complexity of descriptions, TACos multi-
level [12] expanded the TACoS [11] dataset to include para-
graph descriptions to instructional cooking videos. How-
ever, their dataset is constrained in the “cooking” domain
and contains in the order of a 100 videos, making it un-
suitable for dense-captioning of events as the models easily
overfit to the training data.

Our dataset, ActivityNet Captions, aims to bridge these
three orthogonal approaches by temporally annotating long
videos while also building upon the complexity of descrip-
tions. ActivityNet Captions contains videos that an average
of 180s long with the longest video running to over 10 min-
utes. It contains a total of 100k sentences, where each sen-
tence is temporally localized. Unlike TACoS multi-level,
we have two orders of magnitude more videos and provide
annotations for an open domain. Finally, we are also the
first dataset to enable the study of concurrent events, by al-
lowing our events to overlap.

1.2. Detailed dataset statistics

As noted in the main paper, the number of sentences ac-
companying each video is normally distributed, as seen in
Figure 1. On average, each video contains 3.65± 1.79 sen-
tences. Similarly, the number of words in each sentence is
normally distributed, as seen in Figure 2. On average, each
sentence contains 13.48± 6.33 words, and each video con-
tains 40± 26 words.

There exists interaction between the video content and
the corresponding temporal annotations. In Figure 3, the
number of sentences accompanying a video is shown to
be positively correlated with the video’s length: each ad-
ditional minute adds approximately 1 additional sentence
description. Furthermore, as seen in Figure 4, the sentence
descriptions focus on the middle parts of the video more
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Dataset Domain # videos Avg. length # sentences Des. Loc. Des. paragraphs overlapping
UCF101 [18] sports 13k 7s - - - - -
Sports 1M [6] sports 1.1M 300s - - - - -
Thumos 15 [5] sports 21k 4s - - - - -
HMDB 51 [9] movie 7k 3s - - - - -
Hollywood 2 [10] movie 4k 20s - - - - -
MPII cooking [14] cooking 44 600s - - - - -
ActivityNet [1] human 20k 180s - - - - -
MPII MD [13] movie 68k 4s 68,375 X - - -
M-VAD [19] movie 49k 6s 55,904 X - - -
MSR-VTT [20] open 10k 20s 200,000 X - - -
MSVD [2] human 2k 10s 70,028 X - - -
YouCook [3] cooking 88 - 2,688 X - - -
Charades [17] human 10k 30s 16,129 X - - -
KITTI [4] driving 21 30s 520 X X - -
TACoS [11] cooking 127 360s 11,796 X X - -
TACos multi-level [12] cooking 127 360s 52,593 X X X -
ActivityNet Captions (ours) open 20k 180s 100k X X X X

Table 1: Compared to other video datasets, ActivityNet Captions contains long videos with a large number of sentences
that are all temporally localized and is the only dataset that contains overlapping events. (Loc. Des. shows which datasets
contain temporally localized language descriptions. Bold fonts are used to highlight the nearest comparison of our model
with existing models.)

0 10 20 30 40 50 60 70 80
Number of words in sentence

0

1000

2000

3000

4000

5000

6000

Nu
m

be
r o

f s
en

te
nc

es

Figure 2: The number of words per sentence within para-
graphs is normally distributed, with on average 13.48 words
per sentence.

than the beginning or end.
When studying the distribution of words in Figures 5

and 6, we found that ActivityNet Captions generally fo-
cuses on people and the actions these people take. However,
we wanted to know whether ActivityNet Captions captured
the general semantics of the video. To do so, we compare
our sentence descriptions against the shorter labels of Activ-
ityNet, since ActivityNet Captions annotates ActivityNet
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Figure 3: Distribution of number of sentences with respect
to video length. In general the longer the video the more
sentences there are, so far on average each additional minute
adds one more sentence to the paragraph.

videos. Figure 11 illustrates that the majority of videos in
ActivityNet Captions often contain ActivityNet’s labels in
at least one of their sentence descriptions. We find that the
many entry-level categories such as brushing hair or play-
ing violin are extremely well represented by our captions.
However, as the categories become more nuanced, such as
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Figure 4: Distribution of annotations in time in ActivityNet
Captions videos, most of the annotated time intervals are
closer to the middle of the videos than to the start and end.
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Figure 5: The most frequently used words in ActivityNet
Captions with stop words removed.
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Figure 6: The most frequently used bigrams in ActivityNet
Captions .

powerbocking or cumbia, they are not as commonly found
in our descriptions.

1.3. Dataset collection process

We used Amazon Mechanical Turk to annotate all our
videos. Each annotation task was divided into two steps: (1)
Writing a paragraph describing all major events happening
in the videos in a paragraph, with each sentence of the para-

Figure 7: Interface when a worker is writing a paragraph.
Workers are asked to write a paragraph in the text box and
press ”Done Writing Paragraph” before they can proceed
with grounding each of the sentences.

Figure 8: Interface when labeling sentences with start and
end timestamps. Workers select each sentence, adjust the
range slider indicating which segment of the video that par-
ticular sentence is referring to. They then click save and
proceed to the next sentence.

graph describing one event (Figure 7; and (2) Labeling the
start and end time in the video in which each sentence in the
paragraph event occurred (Figure 8. We find complemen-
tary evidence that workers are more consistent with their
video segments and paragraph descriptions if they are asked
to annotate visual media (in this case, videos) using natural
language first [7]. Therefore, instead of asking workers to
segment the video first and then write individual sentences,
we asked them to write paragraph descriptions first.

Workers are instructed to ensure that their paragraphs
are at least 3 sentences long where each sentence describes
events in the video but also makes a grammatically and se-
mantically coherent paragraph. They were allowed to use
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Figure 9: We show examples of good and bad annotations to
workers. Each task contains one good and one bad example
video with annotations. We also explain why the examples
are considered to be good or bad.

co-referencing words (ex, he, she, etc.) to refer to sub-
jects introduced in previous sentences. We also asked work-
ers to write sentences that were at least 5 words long. We
found that our workers were diligent and wrote an average
of 13.48 number of words per sentence. Each of the task
and examples (Figure 9) of good and bad annotations.

Workers were presented with examples of good and bad
annotations with explanations for what constituted a good
paragraph, ensuring that workers saw concrete evidence of
what kind of work was expected of them (Figure 9). We
paid workers $3 for every 5 videos that were annotated.
This amounted to an average pay rate of $8 per hour, which
is in tune with fair crowd worker wage rate [15].

1.4. Annotation details

Following research from previous work that show that
crowd workers are able to perform at the same quality of
work when allowed to video media at a faster rate [8], we
show all videos to workers at 2X the speed, i.e. the videos
are shown at twice the frame rate. Workers do, however,
have the option to watching the videos at the original video
speed and even speed it up to 3X or 4X the speed. We found,
however, that the average viewing rate chosen by workers
was 1.91X while the median rate was 1X, indicating that
a majority of workers preferred watching the video at its
original speed. We also find that workers tend to take an
average of 2.88 and a median of 1.46 times the length of the
video in seconds to annotate.

At any given time, workers have the ability to edit their
paragraph, go back to previous videos to make changes to
their annotations. They are only allowed to proceed to the
next video if this current video has been completely anno-
tated with a paragraph with all its sentences timestamped.

Changes made to the paragraphs and timestamps are saved
when ”previous video or ”next video” are pressed, and re-
flected on the page. Only when all videos are annotated can
the worker submit the task. In total, we had 112 workers
who annotated all our videos.
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Ground Truth No Context With Context

A man sits with his dog in the 
grass and holds out discs in 
his hands.

A man is seen speaking to the 
camera while holding a dog 
around him.

A man is seen speaking to the 
camera while standing in a 
field with a dog.

The man balances his dog on 
his feet then throws Frisbee 
discs for him.

The woman continues to 
swing around with the frisbee
as well as performing tricks.

The dog is seen in several 
clips performing tricks with 
his dog and running all 
around the yard.

The man spins his dog and 
holds it in his arms.

The man then begins to do 
tricks with the dog while the 
camera follows him.

The man then begins walking 
around with a frisbee.

Different trainers throw 
Frisbee discs for the dogs to 
catch while performing tricks.

A woman is seen walking out 
onto a field with a dog.

The dog runs around in circles 
on the field with the dog.

A woman throws discs to her 
dog that jumps from her back.

The dog jumps off the girl and 
the dog jumps to the dog.

The dog runs around in circles 
on the field with the frisbee.

The woman throws multiple 
discs in a row for her dog to 
catch.

The dog jumps off the girl and 
the dog jumps to the dog.

The dog runs around in circles 
on the grass as he chases the 
frisbee.

Ground Truth No Context With Context

A man is standing outside 
holding a black tile.

a man is seen speaking to the 
camera while holding up a 
tool and begins to cut.

a man is seen speaking to the 
camera while holding up a 
bucket and begins painting 
the wall.

He starts putting the tile down 
on the ground.

the man then puts a on the 
floor and begins putting into 
the tire and.

a man is seen kneeling down 
on a roof and begins using a 
tool on the carpet.

He cuts the tile with a red saw.
the man then puts a on the 
floor and begins putting tiles 
on the sides and.

a man is seen speaking to the 
camera and leads into him 
holding knives and 
sharpening a board .

He sets chairs and flowers on 
the tile.

a person is seen pushing a 
puck down a floor with a rag 
and showing the camera.

the person then walks around 
the table and begins painting 
the fence.

Ground Truth No Context Full Context

A little girl performs 
gymnastics jumping and 
flipping in the air. 

A girl in a black shirt is 
standing on a mat.

The girl then begins flipping 
around the beam and ends by 
jumping off the side and 
walking away.

The little girl performs three 
back flips in the air, after she 
jumps.

A girl in a black shirt is 
standing on a mat.

The girl then flips herself over 
her feet and does several 
back flips on the mat.

The girl flips but she falls, then 
she stands and does 
cartwheels and continues 
doings flips and dancing.

A girl in a red shirt is standing 
in a large room in a large 
gymnasium.

The girl then flips herself over 
her feet and does several 
flips and tricks.

Figure 10: More qualitative dense-captioning captions generated using our model. We show captions with the highest overlap
with ground truth captions.

6



0 20 40 60 80 100 120 140
Number of videos

Cumbia
Powerbocking
Clean and jerk

Snatch
Futsal

Longboarding
Breakdancing

Slacklining
Waterskiing

Hurling
Tumbling

Zumba
Capoeira

Windsurfing
Tango

Wakeboarding
Archery

Getting a haircut
Bullfighting

Spinning
BMX

Dodgeball
Rollerblading

Tai chi
Polishing forniture

Starting a campfire
Building sandcastles

Cricket
Removing curlers

Preparing salad
Fixing bicycle

Doing kickboxing
Using the pommel horse

Gargling mouthwash
Doing a powerbomb
Making a lemonade

Doing motocross
Assembling bicycle

Elliptical trainer
Shuffleboard

Plastering
Shot put

Playing kickball
Spread mulch

Croquet
Making an omelette

Drum corps
Applying sunscreen

Waxing skis
Playing ten pins

Playing racquetball
Hopscotch
Canoeing

Mixing drinks
Curling

Cleaning shoes
Hanging wallpaper

Playing blackjack
Cutting the grass

Ballet
Sumo

Kneeling
Table soccer

Sailing
Paintball

Preparing pasta
Rock-paper-scissors

Snowboarding
Welding

Ping-pong
Using uneven bars

Playing squash
Carving jack-o-lanterns

Trimming branches or hedges
Polishing shoes

Playing badminton
Cheerleading

Kayaking
Drinking coffee

Volleyball
Doing karate

Changing car wheel
Hammer throw

Scuba diving
Playing polo

Cleaning windows
Installing carpet

Discus throw
Beer pong

Chopping wood
Layup drill in basketball

Using the balance beam
Tug of war

Putting on makeup
Washing face

Having an ice cream
Rafting

Baton twirling
Fixing the roof

Doing crunches
Wrapping presents

Making a cake
Baking cookies

Using parallel bars
Calf roping

Painting furniture
Swimming

Rope skipping
Making a sandwich

Shaving legs
Playing water polo
Sharpening knives

Mooping floor
Washing dishes

Long jump
Beach soccer

Bungee jumping
Doing fencing

Hand washing clothes
Doing nails

Skiing
River tubing

Roof shingle removal
Snow tubing

Skateboarding
Triple jump

Pole vault
Belly dance

Knitting
Plataform diving

Doing step aerobics
Drinking beer

Playing lacrosse
Using the monkey bar

Running a marathon
High jump

Removing ice from car
Horseback riding
Peeling potatoes
Mowing the lawn
Playing bagpipes

Shaving
Springboard diving

Using the rowing machine
Playing saxophone

Putting on shoes
Playing field hockey

Fun sliding down
Painting

Rock climbing
Getting a tattoo
Ironing clothes
Painting fence
Arm wrestling

Kite flying
Laying tile

Playing congas
Playing drums

Smoking hookah
Javelin throw

Getting a piercing
Playing accordion

Putting in contact lenses
Playing rubik cube

Hula hoop
Playing pool

Walking the dog
Throwing darts
Hand car wash
Hitting a pinata

Bathing dog
Surfing

Vacuuming floor
Playing flauta

Clipping cat claws
Playing harmonica

Swinging at the playground
Playing guitarra

Riding bumper cars
Grooming horse

Grooming dog
Blowing leaves

Tennis serve with ball bouncing
Brushing teeth
Raking leaves

Blow-drying hair
Washing hands
Shoveling snow

Playing beach volleyball
Ice fishing

Playing piano
Smoking a cigarette

Cleaning sink
Decorating the Christmas tree

Disc dog
Playing ice hockey

Playing violin
Braiding hair
Brushing hair

Camel ride

A
ct

iv
ity

N
et

 la
be

ls

Figure 11: The number of videos (red) corresponding to each ActivityNet class label, as well as the number of videos (blue)
that has the label appearing in their ActivityNet Captions paragraph descriptions.
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