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In this supplementary material, we specify all the parameters mentioned in the paper and show all of the experimen-
tal results for qualitative evaluation, using four synthetic datasets of the augmented ICL-NUIM datasets [1] (Livingroom1,
Livingroom2, Office1, and Office2), and six real-world datasets of the SUN3D datasets [4] (mit dorm next sj, mit lab hj,
mit 76 458, harvard c9, harvard c3, and brown cogsci 4), respectively. We also show the jointly estimated layout along
with the reconstruction result for each dataset.

1. Parameter Setting
In this section, we specify the parameters mentioned in the paper. In Eq. (4), the penalty weight of the Potts model, αp,q,

is set to 5, and a point q belongs to Np, i.e., a set of neighboring points of the point p, if the distance between p and q is
within 0.02m. In Eq. (5), γ is set to 0.1. When an occupancy grid map is generated to find the boundary of the room, ∂O, as
in Fig. 4, the size of a grid is set to 0.01m× 0.01m, and each cell of the grid map is regarded as an occupied cell if at least one
point is projected into the cell. In Eq. (6), τ1 and τ2 are set to 5◦ and 0.3m, respectively. In Eq. (9), a virtual point q on the
layout plane is generated if the distance between a point p on the fragment Fi and the layout plane is within 0.1m. In Eq. (8),
the weight parameters are defined as λ1 = c1

nl

nf
and λ2 = c2

nl

np
, where c1 = 1, c2 = 0.3, nl =

∑
i |Ci|, nf =

∑
i,j |Ci,j |,

and np = |I|. | · | means the cardinality of a set.

∗Denote equal contribution.
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2. Experimental Results for Synthetic Datasets

(a) Kintinuous [2] (b) SUN3D SFM [4] (c) ElasticFusion et al. [3]

(d) Choi et al. [1] (e) Proposed (f) Proposed(with layout overlaid)

Figure 1. Comparison of reconstruction results for the Livingroom1 dataset



(a) Kintinuous [2] (b) SUN3D SFM [4] (c) ElasticFusion et al. [3]

(d) Choi et al. [1] (e) Proposed (f) Proposed(with layout overlaid)

Figure 2. Comparison of reconstruction results for the Livingroom2 dataset



(a) Kintinuous [2] (b) SUN3D SFM [4] (c) ElasticFusion et al. [3]

(d) Choi et al. [1] (e) Proposed (f) Proposed(with layout overlaid)

Figure 3. Comparison of reconstruction results for the Office1 dataset



(a) Kintinuous [2] (b) SUN3D SFM [4] (c) ElasticFusion et al. [3]

(d) Choi et al. [1] (e) Proposed (f) Proposed(with layout overlaid)

Figure 4. Comparison of reconstruction results for the Office2 dataset



3. Experimental Results for Real-world Datasets

(a) Kintinuous [2] (b) SUN3D SFM [4] (c) ElasticFusion et al. [3]

(d) Choi et al. [1] (e) Proposed (f) Proposed(with layout overlaid)

Figure 5. Comparison of reconstruction results for the mit dorm next sj dataset

(a) Kintinuous [2] (b) SUN3D SFM [4] (c) ElasticFusion et al. [3]

(d) Choi et al. [1] (e) Proposed (f) Proposed(with layout overlaid)

Figure 6. Comparison of reconstruction results for the mit lab hj dataset



(a) Kintinuous [2] (b) SUN3D SFM [4] (c) ElasticFusion et al. [3]

(d) Choi et al. [1] (e) Proposed (f) Proposed(with layout overlaid)

Figure 7. Comparison of reconstruction results for the mit 76 458 dataset

(a) Kintinuous [2] (b) SUN3D SFM [4] (c) ElasticFusion et al. [3]

(d) Choi et al. [1] (e) Proposed (f) Proposed(with layout overlaid)

Figure 8. Comparison of reconstruction results for the harvard c9 dataset



(a) SUN3D SFM [4] (b) ElasticFusion et al. [3] (c) Choi et al. [1]

(d) Proposed (e) Proposed(with layout overlaid)

Figure 9. Comparison of reconstruction results for the harvard c3 dataset. In this case, Kintinuous [2] does not work for this dataset.



(a) Kintinuous [2] (b) SUN3D SFM [4] (c) ElasticFusion et al. [3]

(d) Choi et al. [1] (e) Prop osed (f) Proposed(with layout)

Figure 10. Comparison of reconstruction results for the brown cogsci 4 dataset
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