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1. Validation and Test performance on All Tasks of MovieQA Benchmark
Table 1 summarizes the performance comparison between our method RWMN and all the methods proposed in the original

MovieQA paper [2] or in the official MovieQA leaderboard1 as of the ICCV submission deadline. We strictly follow the
test protocols of the challenge, including training/validation/test split and evaluation metrics. We report the results of all
available tasks of Movie QA benchmark, which include six tasks on the test set: Video+subtitle, Subtitle, Script, DVS, Plot,
and Open-end), and five tasks on the validation set (i.e. the open-end task provides the test set only). We measure the
validation performance on the validation data set given by the official split of the public MovieQA benchmark, and obtain the
test performance by submitting to RWMN’s prediction on the MovieQA evaluation server. For fair comparison with other
methods, we do not use any ensemble or bagging for our RWMN model.

In summary, our RWMN achieves the best performance for four out of five tasks in the validation set, and four
out of six tasks in the test set. Note that for the plot synopsis task, simple word matching algorithms (with little movie
understanding) perform better than memory network models, including MEN2N [2] and our RWMN. It is due to that the plot
synopses are given for this task, and much of test QA pairs are generated from plot synopses. Only in the test set of DVS,

1http://movieqa.cs.toronto.edu/leaderboard/.

Method Video+Subtitle Subtitles Scripts DVS Plot synopses Open-end
val test val test val test val test val test test

MEMN2N [2] 34.2 – 38.0 36.9 42.3 37.0 33.0 35.0 40.6 38.4 –
SSCB-W2V [2] – – 24.8 23.7 25.0 24.4 24.8 24.9 45.1 45.6 –
SSCB-TF-IDF [2] – – 27.6 26.5 26.1 23.9 24.5 23.3 48.5 47.4 –
SSCB Fusion [2] 21.9 – 27.7 – 28.7 – 24.8 – 56.7 56.7 –
Convnet Fusion (TF-IDF+W2V) – – – – – – – – – 77.6 –
TF-IDF Similarity Weights – – – – – – – – – 76.6 –
TF-IDF on Sentence Level – – – – – – – – – 75.6 –
CNN Word Matching [3] – – – – – – – – 72.1 72.9 –
TF-IDF Replicate – – – – – – – – – 47.5 –
Simple TF-IDF – – – – – – – – – 20.7 –
Longest Answer – – – – – – – – – – 25.6
Deep Embeded Memory Network – 30.0 – – – – – – – – –
Visual Model+LSTM+discriminativeCNN – 24.3 – – – – – – – – –
Video clip feature with simple MLP – 24.1 – – – – – – – – –
Only Video Question Answers Pairs – 23.6 – – – – – – – – –
Video clip feature with LSTM + CNN – 23.5 – – – – – – – – –
video based baselines, ranking loss – 26.5 – – – – – – – – –
RWMN (Single) 38.7 36.3 40.4 38.5 44.0 39.4 40.0 34.2 37.0 34.8 34.8

Table 1. Performance comparison for all tasks on MovieQA public validation/test dataset. (–) indicates that the method does not participate
on the task. The description of baselines with no reference can be found in the MovieQA leaderboard.

https://github.com/seilna/RWMN
http://movieqa.cs.toronto.edu/leaderboard/


our RWMN is runner-up, although the performance gap with the best model is very marginal (MEN2N [2]: 35.0% and our
RWMN: 34.2%). We hypothesise, its main reason is that the training set of the DVS category is so small (i.e. only 1,594
QA pairs in 39 movies), and thus the learning of RWMN is rather unstable due to increased parameters in the read/write
networks.

We observe that the performance of RWMN slightly increases by using the sharpening strength introduced by the Neural
Turing Machine [1]. Although the memory size of RWMN can be reduced through the read/write network, the memory size
is still very large, and it causes a difficulty in effectively drawing attentions on the memory.

2. An Ablation Study on Single-Layer Write/Read Network
Table 2 presents the result of ablation experiments on hyperparameter changes of single-layer write/read network. We

report the validation performance of four tasks, by varying n (the number of blocks of E), the vertical and horizontal con-
volution size of the write network (fw

v , fw
h ), the output channel size (fw

c ), the vertical and horizontal stride size of the write
network (swv , s

w
h ), and the vertical and horizontal convolution size (fr

v , f
r
h) of the read Network, and output channel size (fr

c ).
The time for forward pass of RWMN linearly increases with the convolution filter sizes. Therefore, we set the upper bound
of the number of parameters of convolution filters up to about 100,000. Similar to multi-layer write/read Network, no special
correlation is observed between the story length n and the hyperparameters of the write/read network. In particular, in all
cases, we achieve the best performance when (i) equalizing the horizontal convolution size to d (i.e. the memory dimension),
or (ii) using the stride size of 1.

3. More Examples of Question Answering
Figure 1–2 illustrate selected qualitative examples of video+subtitle problems solved by our methods, including success

cases in Figure 1 and near-miss cases in Figure 2. In each example, we present a sampled query video, a question, and five
answer choices in which ground truth is in bold and our model’s selection is red checked. Figure 3–6 show qualitative ex-
amples of subtitle, script, DVS, and plot synopsis tasks, respectively. As shown in the examples, all question answering tasks
are highly challenging, and sometimes is not easy even for human. As shown in Figure 6, plot synopsis problems can be ef-
fectively addressed using word/sentence matching methods rather than memory network methods with story comprehension,
because question and answers are constructed by slightly modifying selected sentences of plot synopsis.
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Story sources write-conv-filter write-stride read-conv-filter Accuracy
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Video+Subtitles(n ∼ 976)

MEMN2N 34.2
[7,16,1] [1,16] [3,300,1] 27.0

[7,271,1] [1,15] [3,300,1] 27.2
[7,300,1] [3,1] [3,300,1] 33.9

[10,300,1] [3,1] [3,300,1] 33.8
[20,300,1] [10,1] [3,300,1] 33.4
[30,300,1] [20,1] [3,300,1] 34.0
[40,300,1] [30,1] [3,300,1] 36.2
[40,300,3] [30,1] [3,300,1] 38.6
[40,1000,3] [30,1] [5,1000,1] 38.0
[40,1000,3] [30,1] [5,1000,3] 38.2

Subtitle(n ∼ 1558)

MEMN2N 38.0
[10,300,1] [5,1] [3,300,1] 38.3
[20,300,1] [10,1] [3,300,1] 37.5
[20,300,3] [10,1] [3,300,1] 37.7
[40,300,3] [25,1] [3,300,1] 37.5
[40,300,3] [30,1] [3,300,1] 37.7
[40,300,3] [35,1] [3,300,1] 37.4
[50,300,3] [35,1] [3,300,1] 37.3
[60,300,3] [30,1] [3,300,1] 37.5
[100,300,3] [100,1] [3,300,1] 37.3
[150,300,3] [100,1] [3,300,1] 37.5
[10,1000,1] [5,1] [3,1000,1] 40.4
[40,1000,3] [30,1] [3,1000,1] 40.0

Scripts (n ∼ 2, 877)

MEMN2N 42.3
[20,300,3] [10,1] [3,300,1] 39.4
[20,300,1] [10,1] [3,300,1] 42.1
[30,300,1] [20,1] [3,300,1] 38.5
[40,300,1] [20,1] [3,300,1] 38.5
[40,300,3] [20,1] [3,300,1] 38.5
[80,300,3] [30,1] [3,300,1] 39.7
[100,300,3] [70,1] [3,300,1] 39.2
[150,300,1] [100,1] [3,300,1] 41.0
[300,300,1] [150,1] [3,300,1] 42.0
[400,300,1] [200,1] [3,300,1] 38.5
[20,1000,3] [10,1] [3,1000,1] 43.0
[20,1000,1] [10,1] [3,1000,1] 44.0

DVS (n ∼ 636)

MEMN2N 33.0
[10,300,1] [5,1] [3,300,1] 38.3
[20,300,1] [10,1] [3,300,1] 39.3
[20,300,3] [10,1] [3,300,1] 40.0
[20,500,3] [10,1] [3,500,3] 38.7
[20,700,3] [10,1] [3,700,3] 37.8
[40,300,1] [20,1] [3,300,1] 38.7

Table 2. Ablation experiments for several key hyperparameters of RWMN. We fix the stride size of read network to [1,1] in all experiments.



Q. How do Hermione and Ron react when they find out what 
Umbridge has been doing to Harry as punishment? 
A1. They are outraged 
A2. They are apathetic 
A3. They are depressed 
A4. They think Harry is lying 
A5. They are ecstatic

Q. Who is the Minister for Magic? 
A1. Cornell Fudge 
A2. Barty Crouch Sr. 
A3. Dolores Umbridge
A4. Cornelius Fudge 
A5. Dumbledore

Q. How much money did the robbers steal from the bank? 
A1. None 
A2. A few thousand dollars 
A3. Just a little 
A4. Over a million dollars
A5. A few hundred dollars

Q. What do the robbers do as revenge for Frazier's attack on 
Russell? 
A1. They shoot one of the police officers outside the bank 
A2. They shoot a hostage 
A3. They shoot one of their fellow robbers 
A4. They demand more pizza 
A5. They let the hostages go

Q. What are the robbers doing in a storage room? 
A1. They are taking cocaine. 
A2. They are demolishing the floor.
A3. They are communicating with their boss through a secured 
line. 
A4. They are counting the money. 
A5. They are making various escape plans.

Q. How does Kevin respond to Milton's job offer at his firm? 
A1. He refuses at first, but changes his mind when he is offered an 
upscale apartment. 
A2. He refuses the job. 
A3. He refuses the job, as Mary Ann doesn't want to live in 
Manhattan. 
A4. He accepts the job. 
A5. He is reluctant at first, but later he accepts.

Q. What does Gandalf learn from Pippin's visions?
A1. Sauron will attack Minas Tirith
A2. Sauron will hide in Minas Tirith
A3. Sauron will attack Erebor
A4. Sauron will attack The Shire A5. Sauron will flee from Minas 
Tirith

Q. What route do Sam, Frodo and Gollum take to reach Mordor? 
A1. They ride a large elevator up to Mordor 
A2. They climb up the side of the mountain to reach Mordor 
A3. They cross a long valley full of carnivorous animals and 
poisonous water to reach Mordor 
A4. They go up an enormous stairway in the cliff face to reach 
Mordor 
A5. They go down an enormous stairway in the cliff face to reach 
Mordor
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Figure 1. Qualitative examples of MovieQA video+subtitle problems solved by our methods. Bold sentences are ground truth answers
and red check symbols indicate our model’s selection. In each example, we show on which parts our RWMN model attend, over (about
two-hour long) entire movie. The attention by the RWMN matches well the ground truth where the question is actually generated.



Q. What does Annie do when Ted asks her to perform oral sex on 
him during a ride home? 
A1. She breaks up with him and walks home 
A2. She agrees 
A3. She takes a taxi home 
A4. She breaks up with him and takes the bus home 
A5. She tells him to wait until they get back to her house

Q. Who is the responding officer for Annie's car accident? 
A1. Officer Helen 
A2. Officer Ronson
A3. Officer Cholodecki
A4. Officer Rhodes
A5. Officer Johnson

Q. Why did Lillian run away from her wedding? 
A1. Because she spilled something on her dress right before the 
ceremony and was too embarrassed of everyone seeing 
A2. Because of Annie's extravagant planning and out of fear of 
leaving her life in Milwaukee 
A3. Because it didn't feel right without Annie there 
A4. No reason in particular 
A5. Because of Helen's extravagant planning and out of fear of 
leaving her life in Milwaukee

Q. What does Zachry find on his return to the Village after he lead 
Meronym to the station? 
A1. That the ship took away all his tribe 
A2. That Sonmi-451 has killed his tribe 
A3. That his niece has been slaughtered by the Kona 
A4. That his tribe has been killed by the Kona
A5. That Catkin died after her sickness got worse

Q. What happens when the Kona tribe attack Zachry and his 
friends? 
A1. Koba eats Zachry and his friends 
A2. Zachry is murdered but his companions escape 
A3. Zachry, his brother-in-law Adam, and his nephew are all 
murdered 
A4. Zachry escapes but his companions are murdered
A5. Zachry and his friends all escape from Kona

Q. Who is Meronym? 
A1. He is a demonic figure 
A2. He is Zachry's brother-in-law 
A3. A member of the cannibalistic Kona tribe 
A4. The leader of Mauna Sol 
A5. A member of an advanced society

Q. Why do Hoggins' brothers threaten Cavendish? 
A1. They want $10 million 
A2. They want Hoggins' share of the profits 
A3. They want Cavendish to write a bad review of Hoggins' book 
A4. They want Cavendish's share of the profits 
A5. They want Cavendish to write a good review of Hoggins' 
book

Q. What does Rey find towards the end of the movie? 
A1. She finds evidence that Hooks is planning a nuclear attack. 
A2. She finds Frobisher's letters to Rufus. 
A3. She finds a recording of Sixsmith's "The Cloud Atlas Sextet". 
A4. She finds evidence that Frobisher is planning to devise a 
nuclear bomb. 
A5. She finds Sixsmith's letters to Frobisher.
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Figure 2. Qualitative examples of MovieQA video+subtitle problems solved by our methods. Bold sentences are ground truth answers
and red check symbols indicate our model’s selection. In each example, we show on which parts our RWMN model attend, over (about
two-hour long) entire movie. The attention by the RWMN matches well the ground truth where the question is actually generated.



Q. What threat does Greco hold over Trench and Stigman if they 
don't return his money? 
A1. That he will hurt their families. 
A2. That he will kill them 
A3. That Lean will die. 
A4. That Teemo will die. 
A5. That Deb will die.

Q. Who writes back to Schmidt from Tanzania? 
A1. Helen 
A2. Ngudu
A3. A nun
A4. The president 
A5. Roberta

Q. Where is the Blackwater Barry Tour being held? 
A1. In a wildlife park 
A2. In the Mangrove swamps 
A3. On the river 
A4. On the crocodile island 
A5. In a zoo

Q. What happens to Ugarte while he is in police custody? 
A1. He is abducted by the Germans 
A2. He dies
A3. He is beaten 
A4. He commits suicide 
A5. He suffers a heart attack

Figure 3. Qualitative examples of MovieQA subtitle problems solved by our methods. Bold sentences are ground truth answers and red
check symbols indicate our model’s selection.



Q. What does William as a 15-year old boy wish to become? 
A1. A lawyer and a rock journalist 
A2. A lawyer 
A3. A rock musician 
A4. A rock journalist 
A5. An underground paper reporter

Q. Where does the Joker set a trap for Vicki? 
A1. At the Gotham Museum of Art 
A2. At her house 
A3. At Gotham Police Station 
A4. At the Gotham Museum of History 
A5. At Bruce's mansion

Q. What happens after Annie and Lillian reconcile? 
A1. Helen gets jealous again and insults Annie 
A2. Annie helps Lillian cancel the wedding 
A3. Lillian helps Annie prepare for her wedding 
A4. Annie helps Lillian prepare for her wedding
A5. Annie helps Lillian break-up with her fiance

Q. What does Matt do to stop Andrew from hurting innocent lives? 
A1. Matt impales Andrew with a spear from a statue
A2. Matt impales Andrew with a sword from a statue 
A3. Matt doesn't do anything about it 
A4. Matt convinces him by talking to him 
A5. Matt stops Andrew by kidnapping his children

Figure 4. Qualitative examples of MovieQA script problems solved by our methods. Bold sentences are ground truth answers and red
check symbols indicate our model’s selection.



Q. What does Bartholomew reveal to Reggie about Carson Dyle's
brother? 
A1. That Carson's brother is a professional thief 
A2. That Carson's brother is bedridden 
A3. That Carson's brother is in Africa 
A4. That Carson's brother is dead 
A5. That Carson had no brother

Q. How do readers accept John's column on Marley? 
A1. It becomes a hit with readers 
A2. It becomes a flop with readers 
A3. It becomes an average hit with readers 
A4. Readers felt John's column contains adult contents. 
A5. John's column becomes unnoticed by the readers

Q. Who takes a look at the palantir when Gandalf retrieves it from 
Saruman? 
A1. Frodo 
A2. Pippin 
A3. Bilbo 
A4. Sam 
A5. Gandalf

Q. Why does Forrest undertake a three-year marathon? 
A1. He wants to find Jenny 
A2. Upset that Jenny left he decides to go for a run one 
morning and just keeps running 
A3. He wants to get back in shape 
A4. He wants to raise awareness for cancer 
A5. He wants to travel the country but doesn't want to drive

Figure 5. Qualitative examples of MovieQA DVS problems solved by our methods. Bold sentences are ground truth answers and red check
symbols indicate our model’s selection.



Q. What threat does Greco hold over Trench and Stigman if they 
don't return his money? 
A1. That he will hurt their families. 
A2. That he will kill them 
A3. That Lean will die. 
A4. That Teemo will die. 
A5. That Deb will die.

Q. Who writes back to Schmidt from Tanzania? 
A1. Helen
A2. Ngudu
A3. A nun 
A4. The president 
A5. Roberta

Q. What happens to Napier during his fight with Batman? 
A1. He is pushed of a tall building. 
A2. He is knocked into a window and falls through it. 
A3. He is knocked into a vat of chemical waste. 
A4. He falls into a hole and breaks his leg. 
A5. He gets shot and is fatally wounded.

Q. Who are Lillian's bridesmaids? 
A1. Rita, Becca, Jill, Helen 
A2. Rita, Becca, Megan, Helen 
A3. Rita, Becca, Megan, Jill 
A4. Jill, Becca, Megan, Helen 
A5. Rita, Jill, Megan, Helen

Figure 6. Qualitative examples of MovieQA plot synopsis problems solved by our methods. Bold sentences are ground truth answers and
red check symbols indicate our model’s selection.


