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A. Further examples for the classification visu-

alization

In Sect. 4 of the paper, we visualize the classification de-

cision for a single given test image using α-pooled features.

Figure 2 and 3 depict additional randomly selected exam-

ples of these visualizations for all datasets used in the paper,

namely CUB200-2011 birds, Oxford flowers 102, Stanford

cars, Caltech 256, MIT-67 scenes. Fine-tuning was used on

all datasets.

B. Quantification of the classification visualiza-

tion versus α

Figure 8 in the paper investigates the influence of α by

giving classification visualizations for different values of α.

In this section of the supplementary material, we extend this

analysis by giving a quantitative evaluation of the influence.

In particular, we are interested in the peak contribution of

training image regions to the classification decision.

Fig. 1 depicts the results for the CUB200-2011 birds and

MIT-67 scenes dataset. For α ∈ {1, 2, 3}, the box plot

shows the distribution of the peak contributions. The contri-

bution is measured in percent of all contributions amongst

the top-10 most relevant training images for each test im-

age. It can be clearly seen, that larger values of α dramat-

ically increase the influence of the highest contributing re-

gion. For example, the median peak contribution almost

doubles on MIT scenes, going from around 8.4% (α = 1)

up to 15.0% (α = 3). In case of CUB200-2011 birds, the

median increases from 13.4% (α = 1) to 19.7% (α = 3).
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MIT-67 scenes
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CUB200-2011 birds

Figure 1. Peak contribution of a single training region to a classi-

fication decision as shown in Fig. 4 and 8 in the paper. For each

test image, we calculate the classification visualization and com-

pute statistics over the region with the largest contribution for each

image. In the plot, we show the maximum contribution in % to the

classification decision as shown in the top left of each image in

Fig. 4 and 8.
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Figure 2. Visualization of the most relevant corresponding image

regions for the classification decision: The large image in the bot-

tom left corner is the test image and the surrounding images are

crops of the training examples with highly relevant image regions.

Correspondences are highlighted in green, if the training image

belongs to the correct class of the test image, and red for false pre-

dictions. Percentages show the relative impact of the correspon-

dence on the final decision score. Additional randomly selected

samples continuing Fig. 2 of the paper for CUB200-2011.
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Oxford flowers 102
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Stanford cars
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Caltech 256
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Figure 3. Visualization of the most relevant corresponding image regions for the classification decision (continued from Fig. 2). Sample

visualization for the datasets Oxford flower 102, Stanford cars, Caltech 256 and MIT-67 scenes.


