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1. The UCF architecture

Tab. 1 shows the whole architecture of our proposed UCF model. The entire network forms an encoder-decoder FCN. All
convolutional layers (Conv) are followed with batch normalization (BN) and ReLLU activation layers. #Kernel refers to the
number of kernels in each layer. Output size column shows the output size of each building block. We employ R-Dropout
after several convolutional layers, i.e., Conv1-2, Conv2-2, Conv3-3, Conv4-3, Conv5-3, Conv5-1-D, Conv4-1-D, Conv3-1-D,
Conv2-1-D, Conv1-1-D layers. The hybrid upsampling is obtained by three steps: (1) the low resolution feature maps are
first up-scaled as Deconv by 4 x 4 deconvolution with padding 1 and stride 2; (2) the low resolution feature maps are also
up-scaled as Inter by the bilinear interpolation; (3) Deconv and Inter are combined by element-wise summation.

2. Parameters for training the UCF model

We train the above UCF network on the augmented MSRA 10K dataset [3] using the min-batch stochastic gradient descent
(SGD) with a momentum, learning rate decay schedule. Tab. 2 shows the detailed parameter configurations.

3. Performance on other datasets

Tab. 3 and Tab. 4 show the results on all compared datasets in terms of Precision, Recall, F-measure and MAE. We also
report the PR curves on the DUT-OMRON [6], HKU-IS [7], PASCAL-S [4] and SOD [5] in Fig. 1.

4. More samples on saliency detection

In this section, we report more saliency maps of our proposed algorithm and other saliency detection algorithms. Fig. 2,
Fig. 3, Fig. 4, Fig. 5, Fig. 6, Fig. 7 and Fig. 8 show more examples from the DUT-OMRON [6], ECSSD [5], HKU-IS [7],
PASCAL-S [4], SEDI [2], SED2 [1] and SOD [5], respectively.

5. More samples on upsampling methods

Fig. 2 shows more saliency maps generated by different upsampling methods.
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Figure 1. Performance of the proposed algorithm compared with other state-of-the-art methods.



Name Type #Kernel | Kernel size | Padding size | Stride Output size
Input 448x448x3
Convl-1 Conv+BN+ReLU 64 3x3 1 1 448x448x64
Convl-2 Conv+BN+ReLU 64 3x3 1 1 448x448x64
Drop1-2 R-Dropout 448x448x64
Pooll Pooling 2x2 2 224x224x64
Conv2-1 Conv+BN+ReLU 128 3x3 1 1 224x224x128
Conv2-2 Conv+BN+ReLU 128 3x3 1 1 224x224x128
Drop2-2 R-Dropout 224x224x128
Pool2 Pooling 2x2 2 112x112x128
Conv3-1 Conv+BN+ReLU 256 3x3 1 1 112x112x256
Conv3-2 Conv+BN+ReLU 256 3x3 1 1 112x112x256
Conv3-3 Conv+BN+ReLU 256 3x3 1 1 112x112x256
Drop3-3 R-Dropout 112x112x256
Pool3 Pooling 2x2 2 56x56x256
Conv4-1 Conv+BN+ReLU 512 3x3 1 1 56x56x512
Conv4-2 Conv+BN+ReLU 512 3x3 1 1 56x56x512
Conv4-3 Conv+BN+ReLU 512 3x3 1 1 56x56x512
Drop4-3 R-Dropout 56x56x512
Pool4 Pooling 2x2 2 28x28x512
Conv5-1 Conv+BN+ReLU 512 3x3 1 1 28x28x512
Conv5-2 Conv+BN+ReLU 512 3x3 1 1 28x28x512
Conv5-3 Conv+BN+ReLU 512 3x3 1 1 28x28x512
Drop5-3 R-Dropout 28x28x512
Pool5 Pooling 2x2 2 14x14x512
Upsample5 | Hybrid upsampling 512 4x4 1 2 28x28x512
Conv5-3-D Conv+BN+ReLU 512 3x3 1 1 28x28x512
Conv5-2-D Conv+BN+ReLU 512 3x3 1 1 28x28x512
Conv5-1-D Conv+BN+ReLLU 512 3x3 1 1 28x28x512
Drop5-1-D R-Dropout 28x28x512
Upsample4 | Hybrid upsampling 512 4x4 1 2 56x56x512
Conv4-3-D Conv+BN+ReLU 512 3x3 1 1 56x56x512
Conv4-2-D Conv+BN+ReLU 512 3x3 1 1 56x56x512
Conv4-1-D Conv+BN+ReLU 512 3x3 1 1 56x56x512
Drop4-1-D R-Dropout 56x56x512
Upsample3 | Hybrid upsampling 256 4x4 1 2 112x112x256
Conv3-3-D Conv+BN+ReLU 256 3x3 1 1 112x112x256
Conv3-2-D Conv+BN+ReLU 256 3x3 1 1 112x112x256
Conv3-1-D Conv+BN+ReLU 256 3x3 1 1 112x112x256
Drop3-1-D R-Dropout 112x112x56
Upsample2 | Hybrid upsampling 128 4x4 1 2 224x224x128
Conv2-2-D Conv+BN+ReLU 128 3x3 1 1 224x224x128
Conv2-1-D Conv+BN+ReLU 128 3x3 1 1 224x224x128
Drop2-1-D R-Dropout 224x224x128
Upsamplel | Hybrid upsampling 64 4x4 1 2 448x448x64
Convl-2-D Conv+BN+ReLU 64 3x3 1 1 448x448x64
Convl-1-D Conv+BN+ReLU 64 3x3 1 1 448x448x64
Dropl-1-D R-Dropout 448x448x64
Softmax Conv 2 3x3 1 1 448x448x2

Table 1. The proposed UCF architecture. Output sizes are given for an example input of 448 x 448.



Name Value
max iter 220000
momentum 0.9
weight decay 0.0001
batch size 8
learning rate
type step
base le-9
step size 122000

Table 2. Parameter configurations for fine-tuning the UCF network.
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Table 3. The Precision, Recall, F-measure and MAE of different saliency detection methods on the DUT-OMRON, ECSSD, HKU-IS and
PASCALS-S datasets. The best three results are shown in red, green and blue, respectively. The proposed methods rank first and second on

these datasets.

Table 4. The Precision, Recall, F-measure and MAE of different saliency detection methods on the SED1, SED2 and SOD datasets. The
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best three results are shown in red, green and blue, respectively. The proposed methods rank first and second on these datasets.
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Figure 2. Comparison of saliency maps on the DUT-OMRON dataset. (a) Input images; (b) Ground truth; (c) Our UCF method; (d) RFCN;
(e) DCL; (f) DS; (g) LEGS; (h) MDF; (i) ELD; (j) BL; (k) BSCA; (1) DRFI; (m) DSR.
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Figure 3. Comparison of saliency maps on the ECSSD dataset. (a) Input images; (b) Ground truth; (c) Our UCF method; (d) RFCN; (e)
DCL; (f) DS; (g) LEGS; (h) MDF; (i) ELD; (j) BL; (k) BSCA; (1) DRFI; (m) DSR.
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Figure 4. Comparison of saliency maps on the HKU-IS dataset. (a) Input images; (b) Ground truth; (c) Our UCF method; (d) RFCN; (e)
DCL; (f) DS; (g) LEGS; (h) MDF; (i) ELD; (j) BL; (k) BSCA; (1) DRFI; (m) DSR.
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Figure 5. Comparison of saliency maps on the PASCAL-S dataset. (a) Input images; (b) Ground truth; (c) Our UCF method; (d) RFCN;
(e) DCL; (f) DS; (g) LEGS; (h) MDF; (i) ELD; (j) BL; (k) BSCA; (1) DRFI; (m) DSR.
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Figure 6. Comparison of saliency maps on the SED1 dataset. (a) Input images; (b) Ground truth; (c) Our UCF method; (d) RFCN; (e)
DCL; (f) DS; (g) LEGS; (h) MDF; (i) ELD; (j) BL; (k) BSCA; (1) DRFI; (m) DSR.
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Figure 7. Comparison of saliency maps on the SED2 dataset. (a) Input images; (b) Ground truth; (¢) Our UCF method; (d) RFCN; (e)
DCL; (f) DS; (g) LEGS; (h) MDF; (i) ELD; (j) BL; (k) BSCA; (1) DRFI; (m) DSR.
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Figure 8. Comparison of saliency maps on the SOD dataset. (a) Input images; (b) Ground truth; (c) Our UCF method; (d) RFCN; (e) DCL;
(f) DS; (g) LEGS; (h) MDF; (i) ELD; (j) BL; (k) BSCA; (1) DRFI; (m) DSR.
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Figure 9. Comparison of different upsampling algorithms. (a) Input image; (b) Regular deconvolution; (c) Bilinear interpolation; (d) Our
hybrid upsampling method; (e) Ground truth.



