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Abstract

Saliency detection aims to detect the most attractive ob-

jects in images, which has been widely used as a foundation

for various multimedia applications. In this paper, we pro-

pose a novel salient object detection algorithm for RGB-D

images using center-dark channel prior. First, we generate

an initial saliency map based on a color saliency map and a

depth saliency map of a given RGB-D image. Then, we gen-

erate a center-dark channel map based on a center saliency

prior and a dark channel prior. Finally, we fuse the initial

saliency map with the center dark channel map to generate

the final saliency map. The proposed algorithm is evalu-

ated on two public RGB-D datasets, and the experimental

results show that our method outperforms the state-of-the-

art methods.

1. Introduction

Saliency detection is a process of getting a visual atten-

tion region precisely from an image. The attention is a be-

havioral and cognitive process of selectively concentrating

on one aspect within an environment while ignoring other

things.

Early work on computing saliency aims to locate the vi-

sual attention region. Recently the field has been extended

to locate and refine the salient regions and objects. Served

as a foundation of various multimedia applications, salien-

t object detection has been widely used in content-aware

editing [3], image retrieval [4], object recognition [2, 13],

object segmentation [8, 15], compression [10], image retar-

geting [22], etc.

In general, saliency detection algorithms mainly use top-

down or bottom-up approaches. Top-down approaches are

task-driven and need supervised learning. While bottom-up

approaches usually use low-level cues without supervised

learning, such as color features, distance features and other

heuristic saliency features. One of the most used heuristic

saliency feature [20, 1, 21, 14, 18, 23, 17, 6] is contrast,

such as pixel-based or patch-based contrast, region-based

contrast, multi-scale contrast, center-surround contrast, col-

or spatial compactness, etc. Although those methods have

their own advantages, they are not robust to specific situa-

tions which lead to inaccuracy results on challenging salient

object detection datasets.

Recently, advances in 3D data acquisition techniques

have motivated the adoption of structural features, im-

proving the discrimination between different objects with

the similar appearance. Although, depth cue can enhance

salient object regions. It is very difficult to produce good

results when a salient object has low depth contrast com-

pared to its background.

Aiming to address the aforementioned difficulties of

saliency detection on challenging datasets, in this paper,

we propose an innovative saliency detection algorithm us-

ing center dark channel prior. We firstly generate an initial

saliency map based on a color saliency map and a depth

saliency map of a given RGB-D image. Second, since,

salient objects are always located in the center of an image,

and besides, we find that the dark channel prior can pro-

vide an additional cue for saliency detection. Therefore, we

generate a novel center-dark channel map based on a center

saliency prior and a dark channel prior to improve the per-

formance. Finally, we fuse the initial saliency map with the

center-dark channel prior to generate the final saliency map.
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Figure 1. The framework of the proposed algorithm.

In summary, the main contributions of our work include:

1. We propose an innovative saliency detection algorith-

m to deal with the challenging scenarios.

2. We introduce a center dark channel prior for the first

time in the saliency detection field to enhance the saliency

detection performance.

3. We propose a direction for future research in the dis-

cussion part.

2. Related Work

RGB-D saliency computation is a rapidly growing field,

offering object detection and attention prediction in a man-

ner that is robust to appearance. Therefore, some algorithm-

s [26, 24, 19, 5, 7, 25] adopt depth cues to deal with the chal-

lenging scenarios. In [26], Zhu et al. propose a framework

based on cognitive neuroscience, and use depth cue to repre-

sent the depth of real scenario. In [5], Cheng et al. compute

salient stimuli in both color and depth spaces. In [19], Peng

et al. provide a simple fusion framework that combines ex-

isting RGB-based saliency with new depth-based saliency.

In [7], Geng et al. define saliency using depth cue computed

from stereo images. Their results show that stereo saliency

is a useful consideration compared to previous visual salien-

cy analysis. All of them demonstrate the effectivity of depth

cue in improvement of salient object detection.

However, depth cue can not warrant robustness of salien-

cy detection when a salient object has low depth contrast

compared to the background. Inspired by cognitive neuro-

science, we find that an image always possesses the salien-

t objects in center position. As a result, many algorithms

adopt center prior to enhance the salient regions. In [26],

Zhu et al. propose a framework based on cognitive neu-

roscience, and use center prior to imitate the human cen-

tral fovea. Furthermore, in [12], the contrast against image

boundary is used as a new regional feature to enhance the

center position. In [20], Qin et al. compare the bound-

ary clusters with center clusters, and then generate different

color distinction maps with complementary advantages and

integrate them by taking spatial distance into the considera-

tion. All of them demonstrate the center prior can strength-

en the saliency regions.

On the other hand, dark channel prior, which was first put

forward in [9], is used for single image haze removal. The

dark channel prior is based on the statistics of outdoor haze-

free images, which find that the dark pixels often have very

low intensity in at least one color channel. Partially inspired

by the well-known dark-object subtraction technique [11]

widely used in multispectral remote sensing system. We fig-

ure out that salient objects tend to have the different trans-

missivity with the most regions of the background. As a

result, we propose an algorithm to combine dark channel

prior with saliency detection results to enhance saliency de-

tection.

3. The Proposed Algorithm

3.1. Saliency map initialization

We initialize the saliency map by extracting color and

depth features from the original image Io and the depth map
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Figure 2. The visual process of the proposed algorithm.

Id, respectively. First, the image Io is segmented into K

regions based on color via the K-means algorithm. Define:

Sc(rk) =
K∑

i=1,i �=k

PiWd(rk)Dc(rk, ri), (1)

where Sc(rk) is the color saliency of region k, k ∈ [1,K],
rk and ri represent regions k and i respectively, Dc(rk, ri)
is the Euclidean distance between region k and region i in

L*a*b color space, Pi represents the area ratio of region

ri compared with the whole image, Wd(rk) is the spatial

weighted term of the region k, set as:

Wd(rk) = e
−Do(rk,ri)

σ2 , (2)

where Do(rk, ri) is the Euclidean distance between the cen-

ters of region k and i, σ is the parameter controlling the

strength of Wd(rk).
Similar to color saliency, we define:

Sd(rk) =
K∑

i=1,i �=k

PiWd(rk)Dd(rk, ri), (3)

where Sd(rk) is the depth saliency of Id, Dd(rk, ri) is the

Euclidean distance between region k and region i in depth

space.

In most cases, a salient object is always located in the

center of an image or close to a camera. Therefore, we as-

sign the weights to both center-bias and depth for both color

and depth images. The weight of the region k is set as:

Wcd(rk) =
G(‖ Pk − Po ‖)

Nk

DW (dk), (4)

where G(·) represents the Gaussian normalization, ‖ · ‖ is

Euclidean distance, Pk is the position of the region k, Po is

the center position of this map, Nk is the number of pixels

in region k, DW (dk) is the depth weight, which is set as:

DW (dk) = (max{d} − dk)
µ, (5)

where max{d} represents the maximum depth of the im-

age, and dk is the depth value of region k, µ is a fixed value

for a depth map, set as:

µ =
1

max{d} −min{d}
, (6)

where min{d} represents the minimum depth of the image.

Then, the initial saliency value of the region k is calcu-

lated as:

S1(rk) = G(Sc(rk)Wcd(rk) + Sd(rk)Wcd(rk)). (7)

3.2. Center-dark channel prior

We mix center saliency prior and dark channel prior to

generate a new prior, we define it as the center dark chan-

nel prior. By using this prior, we can get a more accurate

saliency map.

Center saliency prior. Inspired by cognitive neuro-

science, human eyes use central fovea to locate objects and

make them clearly visible. Therefore, most of the images

taken by cameras always locate salient objects around the

center. Aiming to get center saliency map, we use the B-

SCA algorithm [20]. It constructs the global color dis-

tinction and the spatial distance matrix based on clustered

boundary seeds and integrates them into a background-

based map. Thus it can improve the accurate of center ob-

jects, erase the image edges’ effect. As shown in the Fig.

2(f), the center saliency map can remove the surroundings

of the image and reserve most of the salient regions. We

denote this center-bias saliency map as Scsp.

Dark channel prior. The dark channel prior is a popular

prior which is widely used in image haze removal field [9].

It is based on the statistics of outdoor haze-free images. The

dark channel can detect the most haze-opaque region and

improve the atmospheric light estimation. Inspired by dark

channel prior, we find that the foreground and background

have the different transmissivity, so, we can distinguish the
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salient objects from the backgrounds as shown in fig. 2(g).

We apply this theory to saliency detection fields. And we

denote the results map of the dark channel prior as Sdcp.

3.3. Saliency refinement with an updated fusion

Based on the initialized saliency map, we utilize an up-

dated fusion to refine the saliency maps. The updated fu-

sion consists of depth cue based enhancement, center-dark

channel prior based enhancement and updated fusion based

enhancement.

Depth cue based enhancement. Depth cue makes

salient objects prominent. We denote:

Ddce(dk) = Norm(¬DW (dk)), (8)

where ¬ is the negation operation which can enhance the

saliency degree of front regions as shown in Fig. 2(c), be-

cause the foreground object has low depth value in depth

map while the background object has high depth value.

Norm(·) is the normalized operation.

Centre-dark channel prior based enhancement. We

combine the centre saliency prior and dark channel prior to

enhance the final saliency results. Denote:

Scdcp(rk) = Norm(Scsp(rk))Norm(Sdcp(rk)), (9)

Updated fusion based enhancement. We fuse depth

cue based enhancement and centre-dark channel prior based

enhancement with the initial saliency value. Denote:

S(rk) = (1−e−(S1(rk)+Ddce(dk)+Scdcp(rk)))S1(rk)Scsp(rk),
(10)

where S(rk) is the fusion enhanced saliency value and

S1(rk) is the initial saliency value denoted in Section 2.1.

To refine the saliency results, we updated the fusion en-

hanced saliency value, denoted as:

Sf (rk) = 1− e−(S1(rk)Scsp(rk)S(rk)). (11)

where Sf (rk) is the final saliency value.

From the Fig. 2, we can see the visual results of the

proposed algorithm. The main steps of the proposed salient

object detection algorithm are summarized in Algorithm 1.

4. Experimental Evaluation

4.1. Datasets and evaluation indicators

Datasets. We evaluate the performance of the pro-

posed saliency detection algorithm on two RGBD standard

datasets: RGBD1* [5] and RGBD2* [19]. RGBD1* has

135 indoor images taken by Kinect with the resolution of

640 × 480. This dataset has complex backgrounds and ir-

regular shapes of salient objects. RGBD2* contains 1000

images with two different resolutions of both 640 × 480
and 480× 640, respectively.

Algorithm 1 The proposed saliency algorithm using centre-

dark channel prior

Input: original maps Io, depth maps Id;

Output: final saliency values Sf ;

1: for each region k = 1,K do:

2: compute color saliency values Sc(rk) and depth salien-

cy values Sd(rk);
3: calculate the center-bias and depth weights Wcd(rk);
4: get the initial saliency value S1(rk);
5: end for

6: obtain centre saliency priors Scsp and dark channel pri-

ors Sdcp;

7: figure out the final saliency values Sf by the updated

fusion ;

8: return final saliency values Sf ;

Evaluation indicators. Experimental evaluations are

based on standard measurements including precision-recall

curve, ROC curve and MAE (Mean Absolute Error). The

MAE is formulated as:

MAE =

∑N
i=1 ‖GTi − Si‖

N
. (12)

where N is the number of the testing images, GTi is the area

of the ground truth of image i, Si is the area of detection

result of image i.

4.2. Ablation study

We first validate the effectiveness of each step in our

method: initial saliency detection, depth cue enhanced

saliency detection, centre-dark channel prior saliency de-

tection, updated fusion saliency detection and final saliency

detection. Table. 1 shows the validation results on RGB-

D1* dataset. We can clear see the accumulated processing

gains after each step, and the final saliency results shows a

good performance. After all, it proves that each steps in our

algorithm is effective for generating the final saliency maps.

Each Steps S1 Ddce Scdcp S Sf

MAE Values 0.2004 0.1685 0.1489 0.1343 0.0794

Table 1. MAE Values of each step in the proposed algorithm.

4.3. Comparison

To further illustrate the effectiveness of our algorithm,

we compare our proposed methods with FT [1], SIM [18],

HS [21], BSCA [20], LPS [14], RGBD1 [5], RGBD2 [19].

We use the codes provided by the author to reproduce their

experiments. For all the compared methods, we use the de-

fault settings suggested by the authors. And for the Eq. 2,
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(a) Image (b) GT (c) FT (d) SIM (e) HS (f) BSCA (g) LPS (h) RGBD1 (i) RGBD2 (j) OURS

Figure 4. Visual comparison of saliency maps on two datasets. (a) - (j) represent: original images, ground truth, FT, SIM, HS, BSCA, LPS,

RGBD1, RGBD2 and OURS, respectively.

a PR Đurve on RGBDϭ* ď PR Đurve on RGBDϮ* 

Đ ROC Đurve on RGBDϭ* d ROC Đurve on RGBDϮ* 

Figure 3. PR curve and ROC curve of different methods on two

datasets.

we take σ2 = 0.4 which has the best contribution to the

results.

The precision and recall evaluation results and ROC e-

valuation results are shown in Fig. 3.

From the precision-recall curves and ROC curves, we

can see that our saliency detection results can achieve better

results on both RGBD1* and RGBD2* datasets.

MAE results on both RGBD1* and RGBD2* datasets

are shown in Table 2, where the lower value, the better per-

Methods RGBD1* Dataset RGBD2* Dataset

FT 0.2049 0.2168

SIM 0.3740 0.3957

HS 0.1849 0.1909

BSCA 0.1851 0.1754

LPS 0.1406 0.1252

RGBD1 0.3079 0.3207

RGBD2 0.1165 0.1087

OURS 0.0794 0.0860

Table 2. MAE evaluation results.The best results are shown in

boldface.

formance. The best results are shown in boldface. Com-

pared with the MAE values, it can be observed that our

saliency detection method is superior and can obtain the

most precise salient regions than that of other approaches.

The visual comparisons are given in Fig. 4, which clearly

demonstrate the advantages of our method. We can see that

our method can detect both a single salient object and multi-

ple salient objects more precisely. In contrast, the compared

methods may fail in some situations.
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(a1) Image #100 (a2) Image #200 (a3) Image #300 (a4) Image #400 (a5) Image #500

(b1) Prior #100 (b2) Prior #200 (b3) Prior #300 (b4) Prior #400 (b5) Prior #500

(c1) Ours #100 (c2) Ours #200 (c3) Ours #300 (c4) Ours #400 (c5) Ours #500

(d1) GT #100 (d2) GT #200 (d3) GT #300 (d4) GT #400 (d5) GT #500

Figure 5. The proposed algorithm is applied in small target detection. (a1)-(a5) represent different frames of original video.(b1)-(b5)

represent different frames of the proposed priors detection results.(c1)-(c5) represent different frames of the proposed algorithm detection

results. (d1)-(d5) represent different frames of the ground truth.

5. Discussion

It is very interesting to find that the proposed saliency

detection algorithm using center-dark channel prior is also

valid in small target detection by product. We present a part

of our experimental results on the challenging dataset [16].

Small target detection plays an important role in many com-

puter vision tasks, including early warning system, remote

sensing and visual tracking. The experimental results by

applying the proposed algorithm to small target detections

are shown in Fig. 5, which support our claim. The be-

hind reason why the proposed algorithm can be transplant-

ed in small target detection is that (1) the proposed center-

dark channel prior can locate the small objects and (2) the

proposed saliency detection algorithm can refine the small

targets. Therefore, we claim that the proposed center-dark

channel prior is not only limited to saliency detection but

also small target detection.

6. Conclusion

In this paper, we proposed an innovative saliency detec-

tion algorithm using center-dark channel prior. The pro-

posed algorithm first detect the initial saliency maps based

on color and depth cue. Then we figure out the center-dark

channel saliency maps based on center saliency prior and

dark channel prior. At last, we fuse them to get the final

saliency maps by the updated fusion. The experiments’

results show that the proposed algorithm outperforms the

existing algorithms in both accuracy and robustness in d-

ifferent scenarios. Besides, by experiments, we claim that

the proposed algorithm can also be applied to small object

detection. To encourage future work, we make the source

codes, experiment data, image datasets and other related

materials public. All of these can be found on our project

website1.
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