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Abstract

Color images captured by digital devices may contain

some non-uniform illuminations. Many enhancement meth-

ods produce undesirable results in the aspect of contrast

improvement or naturalness preservation. A global and lo-

cal contrast enhancement method is proposed for adaptively

enhancing the non-uniform illumination images. Firstly,

a novel global contrast adaptive enhancement algorithm

obtains the global enhancement image. Secondly, a hue-

preserving local contrast adaptive enhancement algorithm

produces the local enhancement image. Finally, a contrast-

brightness-based fusion algorithm obtains the final result,

which represents a trade-off between global contrast and

local contrast. This method improves the visual quality

and preserves the image naturalness. Experiments are con-

ducted on a dataset including different kinds of non-uniform

illumination images. Results demonstrate the proposed

method outperforms the compared enhancement algorithms

both qualitatively and quantitatively.

1. Introduction

Contrast enhancement is an important low-level com-

puter vision technique, which can improve the visibility of

the considered images. This kind of algorithm has been

widely applied in camera photographing, video quality im-

provement, medical imaging, and remote sensing imaging

[17]. Moreover, it is usually used for improving the image

quality in some other computer vision applications, such as

object segmentation [30], object recognition [12], and high

dynamic range image rendering [28].

Due to the non-uniform lighting conditions, imaging de-

vice limitations or unsuitable exposure parameter settings,

the acquired images need to be improved the contrast and

the brightness. There are some existing contrast enhance-

ment methods [8] to deal with this problem. However, these

algorithms usually obtain undesirable enhancement results,

including over enhancement in the bright regions, under en-

hancement in the dark regions, or producing unnaturalness

artifacts.

In this paper, we propose a global and local contrast

adaptive enhancement method, which can improve the con-

trast and preserve the naturalness of the considered image.

The proposed method is composed of three stages. Firstly, a

global contrast adaptive enhancement method is conducted

on the original non-uniform illumination image. Then, a lo-

cal contrast adaptive enhancement method is applied to ob-

tain the corresponding locally enhanced image. At last, the

final enhanced image is obtained via a contrast-brightness-

based fusion algorithm. The main contributions of the pro-

posed algorithm include presenting a novel global adaptive

contrast enhancement method, considering hue preservation

in the enhancement framework, and developing a contrast-

brightness-based fusion method.

The rest of this paper is organized as follows. The re-

lated work is briefly summarized in Section (2). The de-

tailed description of the proposed method is presented in

Section (3). The numerical experiments and performance

evaluations are shown in Section (4). Finally, we give the

conclusions and the future work in Section (5).

2. Related Work

There are a large number of image enhancement algo-

rithms, in which histogram-based methods and filter-based

methods are received the most attentions.

Histogram-based methods. One of the most pop-

ular histogram-based enhancement methods is histogram

equalization [8], which modifies the original histogram to

a uniform histogram for obtaining higher contrasts. This

method may produce undesirable artifacts, such as over-

enhancement. Various related methods [13, 32] have been

proposed to avoid these disadvantages. Arici et al. [3] pre-

sented a general histogram equalization framework for con-
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trast enhancement via optimizing cost functions. Rivera

et al. [29] applied adaptive mapping functions to obtain

well-enhanced images, which spread the dynamic range of

the dark intensities and maintain the shapes of their his-

tograms. Lee et al. [16] proposed an enhancement al-

gorithm based on the layered difference reproduction of

histograms. Contrast-limited adaptive histogram equaliza-

tion [26] is another popular histogram-based enhancement

method, in which the histogram equalization is considered

locally. This kind of local methods [20, 5] can improve

more details in the considered image, and preserve the im-

age naturalness. Stark [31] proposed an adaptive image con-

trast enhancement method based on a generalization of his-

togram equalization. By setting different forms of mapping

functions, this algorithm can obtain corresponding different

degrees of contrast enhancement.

Filter-based methods. Homomorphic filter [23] is a

very useful nonlinear tool for improving the image con-

trast and preserving the image detail information. Unsharp

masking-based enhancement algorithms [27, 6] improve the

contrasts for the high-frequency component and the low-

frequency component respectively. Jmal et al. [10] com-

bined the mapping curve and the modified homomorphic

filter to produce higher contrast images. This method ob-

tains good results having a trade-off between the contrast

improvement and naturalness preservation. Inspired by the

retinex theory [15], there are many retinex-based contrast

enhancement algorithms, which essentially are filter-based

methods. Considering a Gaussian kernel to model the re-

lation between the center pixel and surround pixels, Jobson

et al. [11] proposed a classic retinex-based enhancement.

This method has been well improved by Petro et al. [24]

recently. Kimmel et al. [14] proposed a variational model

for the retinex enhancement via a quadratic programming

optimization. Morel et al. [19] explored some new alter-

native kernels for different kinds of enhancement applica-

tions. Pierre et al. [25] proposed a hue-preserving percep-

tual contrast enhancement model with a variational frame-

work, which can void over-enhancement.

3. Global and Local Contrast Adaptive En-

hancement

The overall framework of the proposed global and lo-

cal contrast adaptive enhancement method is illustrated in

Fig. (1). The considered non-uniform illumination color im-

age Xc is enhanced by a global method and a local method

respectively. Then the globally enhanced color image Gc

and the locally enhanced color image Lc are fused to pro-

duce a well-enhanced color image Yc. The detailed descrip-

tion of the proposed method is presented below.

3.1. Global Contrast Adaptive Enhancement

3.1.1 Overview

We present the overview of the novel global contrast adap-

tive enhancement method, which is shown in Fig. (2). The

hue preservation is also analyzed in this part.

Many color image enhancement methods treat the three

color channels separately, which will change the hue of

the original images. This kind of methods often generate

some unnatural looking images, so hue preservation is an

important technique for the color enhancement algorithms.

There are different definitions of hue. Since HSI (Hue-

Saturation-Intensity) [8] color space is a common color

model in many computer vision applications, the definition

of hue in HSI model is adopted in our method. Giving a

single RGB color pixel p with values (r, g, b), the hue of p

is defined by Eq. (1).

hue(p) =











0 if r = g = b,

θ if b ≤ g,

2π − θ if b > g,

where

θ = arccos
1
2 ((r − g) + (r − b))

((r − g)2 + (r − b)(g − b))
1

2

. (1)

Proposition 1. The single pixel p1 with values (r1,g1,b1)

∈ [0, L-1]3 and the other single pixel p2 with valuse

(r2,g2,b2) ∈ [0, L-1]3 have the same hue if and only if there

exist a,d ∈ R such that (r1,g1,b1) = a(r2,g2,b2) + d13
T ,

where 13 :=(1,1,1)T , L is the range of pixel values, L=256

for 8-bit images. The proof of this proposition can be found

in [7].

The above proposition is a basic theory on hue preserva-

tion. Hue-preserving-based enhancement methods are an-

alyzed in [21, 22], which demonstrate this kind of method

is better than the traditional channel-by-channel enhance-

ments or methods only enhancing the intensity channel. In

our global contrast adaptive enhancement method, the pixel

value range of a color image Xc is firstly converted to the

full range [0, L − 1] with the linear stretching [2] via Eq.

(2).

X̂c = (L− 1)
Xc −Xmin

Xmax −Xmin

, (2)

where Xmin and Xmax are respectively the minimal and the

maximal intensity values among the three color channels of

the image Xc, and L=256 for 8-bit images.

The stretched color image X̂c is converted to the corre-

sponding intensity image I using Eq. (3).

I = 0.299 · X̂R +0.587 · X̂G +0.114 · X̂B ,

(3)
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Figure 1. The overall framework of the proposed enhancement method. The original image Xc has low contrast. The global enhanced

image Gc has good global contrast, however the detailed structure information is not desirable in some regions. The local enhanced image

Lc increased the detailed structure information, however the visual quality is not desirable. The final enhanced image Yc represents a

trade-off between the global contrast and the local contrast.

Figure 2. The overview of the global contrast adaptive enhancement method.

where X̂R, X̂G, X̂B are the three color channels of the

stretched color image X̂ .
Then a novel contrast enhancement algorithm is applied

to I to obtain the corresponding enhanced intensity im-
age GI . At last, we use the hue preservation enhancement
framework to obtain the final enhanced color image Gc with
Eq. (4).

Gc(k) =

{

GI (k)
I(k)

X̂c(k), if
GI (k)
I(k)

<= 1,
L−1−GI (k)
L−1−I(k)

(

X̂c(k)− I(k)
)

+GI(k), if
GI (k)
I(k)

> 1,

(4)

where c ∈ {R,G,B} represents the corresponding color

channel, and k is the indexes of pixels in each color channel.

Nikolova et al. [22] have analyzed and proved the efficiency

of the hue preservation with this equation.

3.1.2 Global Contrast Adaptive Enhancement for

Gray Images

In this section, we consider a gray image I , with a total

number of N pixels and an intensity level range of [0, L−1].
The normalized histogram hI of the image I is computed by

Eq. (5).

hI(s) =
ns

N
, (5)
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where s ∈ [0, L − 1] is pixel values, and ns is the total

number of pixels having the same value s.

Histogram-based contrast enhancement methods use

the image histogram to obtain the corresponding mapping

function for modifying the pixel values and enhancing the

contrast of the considered image. Traditional histogram

equalization algorithm uses the original histogram of the

considered image to obtain the mapping function. The

mapping function T for the image I is given by Eq. (6)

T (i) =







(L− 1)

i
∑

j=0

hI(j) + 0.5







 , (6)

where i ∈ [0, L − 1] is the input integer for the mapping

function, and ⌊⌋ computes the nearest integer of the consid-

ered value towards minus infinity.

Traditional histogram equalization methods try to create

a uniform histogram for the enhanced image via consider-

ing a cumulative histogram as the corresponding mapping

function. This kind of histogram equalization algorithm of-

ten produces unnatural looking images with visual artifacts.

To deal with this problem, a general histogram modification

framework is proposed in [3]. Using the mapping function

obtained from the optimal modified histogram, the contrast-

enhanced image can avoid unnatural artifacts.

The modified histogram h should be closer to the nor-

malized uniform histogram hU and the value of the residual

h − hI should be also small. The problem of obtaining the

optimal modified histogram h̃ can be regarded as a solution

of a bi-criteria optimization problem, which can be formu-

lated as a weighted sum of two terms as Eq. (7).

min(||h− hI ||+ λ||h− hU ||), (7)

where ||h−hI || is a norm of h−hI , ||h−hU || is a norm of

h − hU , and the parameter λ > 0 adjusts the trade-off be-

tween the contrast enhancement and the data fidelity. An

analytical solution of Eq. (7) can be obtained when the

squared sum of the L2 norm is adopted. This problem can

be rewritten in Eq. (8).

h̃ = argmin
h

(||h− hI ||2
2
+ λ||h− hU ||2

2
). (8)

This is a quadradic optimization problem, and the solution

of Eq. (8) is given by Eq. (9).

h̃ =

(

1

1 + λ

)

hI +

(

λ

1 + λ

)

hU . (9)

The optimal modified histogram h̃ is a weighted sum of hI

and hU . This is a simple and efficient solution to obtain the

modified histogram. The parameter λ needs to be carefully

tuned for obtaining satisfied enhancement results. Different

values of λ can produce different modified histograms, thus

generate different contrast enhanced images.
Our goal is to adaptively enhance the contrast of the con-

sidered image. To deal with this problem, we adopt the tone
distortion of the mapping function T to guide the optimiza-
tion. The tone distortion measure [33] is defined by Eq.
(10).

D(T ) = max
0≤j≤i≤L−1

{

i−j;T (i) = T (j), hI(i) > 0, hI(j) > 0
}

.

(10)

In this definition, we can know that the smaller the tone

distortion D(T ) the smoother the tone reproduced by the

mapping function T . The smoother tone means less unnat-

ural looking in the enhanced image. In other words, the

small tone distortion can avoid unnatural artifacts produced

by the contrast enhancement algorithm. The tone distortion

measure D is obtained from the mapping function T , which

is computed with the optimally modified histogram h̃. And

the histogram h̃ depends on the weighted parameter λ. So

we can use the tone distortion to select the optimal weighted

parameter λ, which can produce the optimal modified his-

togram and the final mapping function. This mapping func-

tion can be utilized to adaptively enhance images.

3.2. Local Contrast Adaptive Enhancement

The proposed global contrast adaptive enhancement

method can improve the global contrast and brightness of

the whole image. However, it is essentially a global method,

which may reduce the local contrast or the detail informa-

tion in the original image. So we consider a local contrast

adaptive enhancement to improve the local contrast and pre-

serve the detail information.

In this method, we combine a hue preservation enhance-

ment framework in the Eq. (4) and the Contrast-Limited

Adaptive Histogram Equalization method (CLAHE) [26]

to improve the local contrast and preserve the hue of

the considered image. The overall framework of this

method is similar to the framework shown in Fig. (2).

The only difference is that Contrast-Limited

Adaptive Histogram Equalization takes the

place of Global Contrast Adaptive for Gray

Images. The detailed description of CLAHE can be found

in the original paper [26].

3.3. ContrastBrightnessbased Fusion

Inspired by the idea of exposure fusion [18] and fusion-

based dehazing [1], we develop a contrast-brightness-based

fusion framework to obtain the final enhanced image Yc

with the globally enhanced image Gc and the locally en-

hanced image Lc. This fusion framework can keep the bet-

ter contrast and brightness for each pixel, since we adopt

contrast-brightness-based pixel-level weights to fuse every

pixel. Firstly, the weight maps of the globally enhanced im-

age and the locally enhanced image are computed by Eq.

3026



(11).

Wd = min{Cd, Bd}, d ∈ {G,L}, (11)

where Wd is the weight map, Cd is the contrast measure, Bd

is the brightness measure, and the operation min can effi-

ciently penalize the corresponding low-contrast, low bright-

ness (under-exposure) or high brightness (over-exposure).

Cd is obtained by a Laplacian filter, which can assign high

weights to edges and textures in the corresponding image.

Bd is computed by a Gaussian curve exp
(

− (i−0.5)2

2σ2

)

and

σ = 0.2 in our experiments, which can assign high weights

to pixel values close to 0.5 and define low weights to pixel

values near 0 (under-exposure) or near 1 (over-exposure).

Secondly, the two weight maps are normalized by Eq.(12)

to ensure a consistent fusion result.

Ŵd =
Wd

WG +WL

, d ∈ {G,L}, (12)

Finally, the fusion result is obtained by Eq. (13).

Yc(k) = ŴG(k) ·Gc(k) + ŴL(k) · Lc(k), c ∈ {R,G,B},
(13)

where k is the indexes of pixels in each color channel.

Due to the hue-preserving framework analyzed in Sec-

tion (3.1.1), we only compute the weight maps for the in-

tensity images of the globally enhanced color image and

locally enhanced color image, and then apply them to the

three color channels. The results computed directly via

Eq. (13) usually contain the undesired seam problem in the

fused image, so we adopt a Laplacian pyramid method [4]

to avoid this problem. Burt et al. [4] utilized this technique

to seamlessly blend two images at multiple resolutions us-

ing a pyramidal image decomposition. Multiple resolutions

blending is effective for avoiding seams, because it blends

features instead of intensities.

4. Experiments and Comparisons

We ran the proposed method and several state-of-the-art

image enhancement methods on a dataset including 25 non-

uniform illumination color images. These test images are

widely used in the literature. The comparison algorithms

include Rivera et al.’s content-aware enhancement via chan-

nel division (Rivera’12) [29] , Lee et al.’s layered differ-

ence representation contrast enhancement (Lee’13) [16] ,

Petro et al.’s improved multiscale retinex contrast enhance-

ment (Petro’14) [24] , Jmal et al.’s enhancement method

by saturation feedback and homomorphic filter (Jmal’17)

[10], Arici et al.’s histogram-modification-based global con-

trast enhancement (Arici’09) [3], and the Contrast-Limited

Adaptive Histogram Equalization method (CLAHE) [26].

The source codes of Rivera’12, Lee’13, Jmal’17 are avail-

able on the authors’ homepages. The source code and

(a) Original (b) Rivera’12 (c) Lee’13 (d) Petro’14

(e) Jmal’17 (f) Arici’09 (g) CLAHE (h) Proposed

Figure 3. Results of the image Sacré-Cœur. (a). Original

image; (b)-(h). Results enhanced respectively by Rivera’12 [29],

Lee’13 [16], Petro’14 [24], Jmal’17 [10], Arici’09 [3], CLAHE

[26] and the proposed method. For the visual comparison, the

areas in the red rectangles are enlarged and shown below the cor-

responding images.

online demonstration of Petro’14 are available on the of-

ficial website of the IPOL Journal. CLAHE is imple-

mented by the Matlab Image Processing Tool function

adapthisteq. We reproduced the method of Arici’09

(For all experiments, the parameter λ = 1).

To evaluate the performance of the proposed adaptive en-

hancement method, both qualitative comparisons and quan-

titative assessments are considered in the following parts.

4.1. Qualitative Comparisons

In this part, we show some original test images and the

corresponding enhanced images to subjectively compare the

performances of these enhancement algorithms. The con-

trast enhancement and naturalness preservation are consid-

ered in the comparisons.

Fig. (3) shows the enhanced results on the image

Sacré-Cœur (Fig. 3(a)), which contains the high illu-

mination on the building and the low illumination on the

tree. Our goal is to enhance the dark regions (low illumina-

tions) and the bright regions (high illuminations), without

reducing the details in the bright regions. Rivera’12 (Fig.

3(b)) slightly enhances the dark region and over-enhances

the bright region, which obtains the worst result. Lee’13

(Fig. 3(c)) slightly enhances the dark region and preserves

the bright region. Petro’14 (Fig. 3(d)) obtains the good re-

sult in the dark region, however over-enhances the bright re-

gion. Arici’09 (Fig. 3(f)) enhances the global contrast very

well, however reduces the local contrast in the bright region.

CLAHE (Fig. 3(g)) enhances the local contrast well, how-

ever the whole visual quality is unsatisfied. Jmal’17 (Fig.

3(e)) and the proposed method (Fig. 3(h)) produce good re-

sults both in the dark region and the bright region. From the
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enlarged bright regions, we can easily observe that the pro-

posed method obtains better contrasts in the bright regions

than the results of Jmal’17. Our method generates good

results both in the dark regions and in the bright regions,

resulting from combining the globally enhanced image and

the locally enhanced image. Moreover, the hue preserva-

tion framework can avoid the over-enhancement problem to

some extent.

Some other results are shown in Fig. (4), Fig. (5) and

Fig. (6), which demonstrate the proposed method can ob-

tain good results both in the dark regions and the bright re-

gions. The other algorithms either slightly enhance the dark

regions or over-enhance the bright areas, which produce un-

desirable enhanced results.

(a) Original (b) Rivera’12 (c) Lee’13 (d) Petro’14

(e) Jmal’17 (f) Arici’09 (g) CLAHE (h) Proposed

Figure 4. Results of the image Eave. (a). Original image; (b)-

(h). Results enhanced respectively by Rivera’12 [29], Lee’13 [16],

Petro’14 [24], Jmal’17 [10], Arici’09 [3], CLAHE [26] and the

proposed method. Rivera’12 and Lee’13 failed in the dark region,

Petro’14 over-enhanced the bright region and reduced the natu-

ralness, Jmal’17 and Arici’09 slightly enhanced the dark region,

CLAHE decreased the visual quality in the bright region, the pro-

posed method produced acceptable results in the dark region and

the bright region.

4.2. Quantitative Comparisons

For the quantitative evaluation of our method, two

widely adopted image quality assessment metrics (VEA and

SNM) are considered below. Hautière et al. [9] proposed

a contrast evaluation method via Visible Edges Assess-

ment (VEA). This metric evaluates the contrast improve-

ment with three indicators. The first indicator e evaluates

the ability for restoring edges. The second indicator r̄ is the

mean ratio of gradients in visible edges. The third indicator

Σ represents the percentage of pixels becoming saturated

after the enhancement. The higher values of e and r̄ present

the better contrast improvement. The lower value of Σ in-

dicates the better ability of pixel value range preservation.

The evaluation results are shown in Table (1), which demon-

(a) Original (b) Rivera’12 (c) Lee’13 (d) Petro’14

(e) Jmal’17 (f) Arici’09 (g) CLAHE (h) Proposed

Figure 5. Results of the image Church. (a). Original image;

(b)-(h). Results enhanced respectively by Rivera’12 [29], Lee’13

[16], Petro’14 [24], Jmal’17 [10], Arici’09 [3], CLAHE [26] and

the proposed method. Rivera’12 and Lee’13 both failed in the dark

region and the bright region, Petro’14 obtained the good contrast

in the dark region and slightly enhanced the bright region, Jmal’17

reduced the sharpness in the bright region, Arici’09 obtained the

good contrast in the bright region and slightly enhanced the dark

region, CLAHE did not obtain good result in the bright region, the

proposed method produced the acceptable contrast in the bright

region and in the dark region.

(a) Original (b) Rivera’12 (c) Lee’13 (d) Petro’14

(e) Jmal’17 (f) Arici’09 (g) CLAHE (h) Proposed

Figure 6. Results of the image Metro. (a). Original image;

(b)-(h). Results enhanced respectively by Rivera’12 [29], Lee’13

[16], Petro’14 [24], Jmal’17 [10], Arici’09 [3], CLAHE [26] and

the proposed method. Rivera’12 and Lee’13 failed in the dark

region, Petro’14 slightly enhanced the dark region, Jmal’17 and

Arici’09 reduced the sharpness in the bright region, CLAHE did

not produce good visual quality, the proposed method produced

good contrasts in the dark region and the bright region.
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strates CLAHE and the proposed method outperforms other

algorithms in terms of contrast improvement (higher e and

r̄) and pixel value range preservation (lower Σ). The lo-

cal processing of CLAHE and the fusion processing of the

proposed method can generate more visible edges. Since

more visible edges may result in unnatural looking images,

a comparison of the image naturalness is also considered in

this quantitative analysis.

Yeganeh et al. [34] proposed a Statistical Naturalness

Measure (SNM) model for evaluating the image quality.

They consider the global intensity distributions of a large

number of images and build a model to assess the image

naturalness. The range of SNM is [0, 1]. The higher value

of SNM means the better naturalness of the considered im-

age. We use this metric to evaluate our method and sev-

eral compared algorithms on the test dataset. The results

are shown in Table (2), which indicates that the proposed

method outperforms other algorithms in terms of the im-

age naturalness. The fusion model and the hue preservation

framework can ensure our method obtain better results with

higher naturalness.

4.3. Computation Cost

The proposed method contains the global adaptive con-

trast enhancement with optimization processing, the hue

preservation contrast-limited adaptive histogram equaliza-

tion, and the contrast-brightness-based image fusion frame-

work. We implemented the function of the proposed

method in Matlab without improving the code perfor-

mance. The dataset includes 25 color images. Each color

image contains around 200 thousands pixels. The total run-

ning time is 20.25 seconds and the average processing time

for one image is 0.81 seconds. The code performance will

be improved with C programming and parallel computing.

5. Conclusions

In this paper, we have proposed a global and local con-

trast adaptive enhancement method for non-uniform illumi-

nation color images. There are three main contributions of

our method. Firstly, a novel global adaptive contrast en-

hancement method is proposed to improve the global con-

trast. Secondly, a hue preservation framework is considered

in our algorithm. Thirdly, a contrast-brightness-based im-

age fusion method is developed for obtaining final enhanced

images. Experiments demonstrate the proposed method

outperforms other enhancement methods in terms of sub-

ject visual comparisons and objective evaluations.

Since there are undesirable noises in the dark regions

of some non-uniform illumination images, noise reductions

will be considered in the contrast enhancement framework

in the future work.
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