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Abstract

Occlusion is a key problem in 3D human pose estimation

from a monocular video. To address this problem, we in-

troduce an occlusion-aware deep-learning framework. By

employing estimated 2D confidence heatmaps of keypoints

and an optical-flow consistency constraint, we filter out the

unreliable estimations of occluded keypoints. When occlu-

sion occurs, we have incomplete 2D keypoints and feed

them to our 2D and 3D temporal convolutional networks

(2D and 3D TCNs) that enforce temporal smoothness to

produce a complete 3D pose. By using incomplete 2D key-

points, instead of complete but incorrect ones, our networks

are less affected by the error-prone estimations of occluded

keypoints. Training the occlusion-aware 3D TCN requires

pairs of a 3D pose and a 2D pose with occlusion labels.

As no such a dataset is available, we introduce a “Cylinder

Man Model” to approximate the occupation of body parts

in 3D space. By projecting the model onto a 2D plane in

different viewing angles, we obtain and label the occluded

keypoints, providing us plenty of training data. In addition,

we use this model to create a pose regularization constraint,

preferring the 2D estimations of unreliable keypoints to be

occluded. Our method outperforms state-of-the-art meth-

ods on Human 3.6M and HumanEva-I datasets.

1. Introduction

Estimating 3D human poses from a monocular video

is important in many applications, such as animation gen-

eration, activity recognition, human-computer interaction,

and etc. Recent top-down pose estimation methods have

achieved promising results [29, 13, 27, 6, 21, 28, 36]. Gen-

erally, these methods detect individual persons in each im-

age, estimate the 2D pose within each person bounding box,

and finally convert the 2D pose to a 3D pose. As humans are

articulated objects, many joints or keypoints, such as those

at wrist, elbow, and foot, can be invisible due to occlusion,

∗Both authors contributed equally.
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Figure 1. Comparison between 3D pose estimation results using

occlusion awareness (fourth row) or not (third row). The 2D pose

estimation results are shown in the second row, and the occluded

and unoccluded human joints are labeled as green and white re-

spectively (best viewed in color).

as shown in the second row in Figure 1. These methods

always predict 2D locations of all keypoints belonging to a

person, even though some of them are invisible or occluded.

This is risky, since consequently the 3D pose estimation be-

comes vulnerable to error.

Researchers have shown that occlusion is a major source

of errors of human pose estimation from a single image

[25, 24, 39, 23], and state-of-the-art methods [34, 42, 8]

still suffer from it. There have been attempts to estimate

occlusion likelihoods of keypoints or body parts from an

image [32, 11], penalize occluded keypoints [1], or infer

multiple 3D poses [44, 18]. For video input, to address the

problem, temporal information are utilized [16, 13, 17, 29].

However, they are based on an assumption that occlusion
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Figure 2. The framework of our approach, best viewed in color.

happens only in few independent frames. Unfortunately,

in real cases, occlusion can occur persistently across mul-

tiple frames. Hence, the error is difficult to be corrected

by simply doing occlusion-unaware temporal convolution

as shown in the third row in Figure 1, since they have no

knowledge about which keypoints may be unreliable and

treat all keypoints equally.

In this paper, our goal is to estimate 3D human poses

from a single video. We introduce an occlusion-aware deep-

learning framework, consisting three networks, to deal ex-

plicitly with occluded keypoints, as shown in Figure 2.

The first network outputs the estimated 2D locations of the

keypoints for each bounding box of a person in the form

of heatmaps (confidence maps) frame by frame indepen-

dently. These maps are combined with optical flow to as-

sess whether the predicted keypoints are occluded. Existing

temporal based methods [13, 17, 29] use all keypoints de-

spite some of them are inaccurate due to occlusion. In con-

trast, we filter out occluded ones, and then feed the possibly

incomplete 2D keypoints to our second and third networks,

which are both temporal convolutional networks (2D and

3D TCNs, respectively), to enforce temporal smoothness.

As our 3D TCN takes possibly incomplete 2D keypoints

as input, we need pairs of a 3D pose and a 2D pose with oc-

clusion labels during training. However, in most 3D human

datasets, there are no occlusion labels available. Therefore,

we introduce a “Cylinder Man Model” that enables us to

project a 3D human pose onto virtual 2D planes in different

viewing angles. Thus, we can obtain and label keypoints

that are occluded by the person himself, providing plenty of

training data.

Due to limited 3D joint ground-truths, a few recent meth-

ods utilized 2D pose data to train their 3D pose network

by employing a 3D-to-2D projection loss [26, 29]. How-

ever, these methods simply ignore occluded keypoints when

computing the loss, leading to possible erroneous solutions,

since those keypoints may be estimated as unoccluded, con-

tradicting the occlusion ground-truth labels. Therefore, we

introduce a pose regularization term to penalize such viola-

tions, with the help of our “Cylinder Man Model”.

Our whole framework can be trained end-to-end in a

semi-supervised way. The fourth row in Figure 1 shows the

effectiveness of our method under a long-term 2D occlusion

scenario; the occluded arms could be correctly estimated.

As a summary, our contributions are as follows:

• We introduce a 3D pose estimation framework with ex-

plicit occlusion handling.

• We propose a novel “Cylinder Man Model” for auto-

matic data augmentation of paired 3D pose and oc-

cluded 2D pose, and for pose regularization of oc-

cluded keypoints.

• We introduce a fully integrated framework of 2D pose

and 3D pose estimations that can be trained end-to-end

and in a semi-supervised way.

2. Related Work

In recent years, while deep learning-based 2D hu-

man pose estimation methods have showed significant

progress [38, 37, 25, 40, 4, 3], 3D pose estimation remains

challenging mainly due to occlusion and depth ambiguity.

Some methods use the camera array system (a set of RGB

and depth sensors) to track accurate 3D body motion [9, 15].

Due to the high demand of pose estimation for wild videos,

many recent methods focused on data captured by monocu-

lar RGB cameras [2, 45].

Getting accurate and reliable 3D joints from a single im-

age is intractable [17, 13, 29]. Recently, temporal informa-

tion is used to provide reliable 3D estimation. Lee et al. [17]

use LSTM to learn joint inter-dependency for 3D human

pose estimation. Hossain et al. [13] use an RNN model to

enforce the motion smoothness. However they assume high

frame rate and slow motion, which limit the effectiveness

of the method in wild videos. Pavllo et al. [29] propose

a temporal-convolution method to generate 3D poses from

2D keypoint sequences. However, they require the estima-

tion of all 2D keypoints in every frame and assume predic-

tion errors are temporally non-continuous and independent,

which do not hold in most of the occlusion cases. Charles

et al. [5] also detected the occluded keypoints and removed

them for temporal propagation; however, we adopted TCN

to achieve larger temporal perceptive field than their optical

flow approach.
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As human pose datasets with 3D joint ground-truth are

rare, to avoid overfitting, a few methods adopt a semi-

supervised approach, which usually projects the estimated

3D joints onto the 2D image space and compare the re-

sults with 2D ground-truths for loss computation [26, 29].

This allows the use of 2D datasets without 3D joint ground-

truths for training. However, none of them take the missing

(occluded) keypoints into account, causing their networks

to learn inaccurately. A few methods tackle the occlusion

problem by regularizing the spatial configuration [8, 7], or

performing adversarial data augmentation to improve the

detection accuracy for occluded cases [30]. Unfortunately,

none of these utilize temporal information, making the pre-

diction unstable.

Unlike existing temporal based methods [26, 13, 29],

our temporal convolutional networks explicitly exclude oc-

cluded and thus unreliable keypoint predictions. Moreover,

we introduce a novel “Cylinder Man Model” to generate

pairs of virtual 3D joints and 2D keypoints with explicit oc-

clusion labels, that are essential for training our networks.

In addition, instead of ignoring occluded keypoints, we de-

sign a pose regularization scheme by adding occlusion con-

straints in the loss function.

3. Occlusion-Aware 3D Pose Estimation
Figure 2 shows an overview of our framework. Given an

input video, we apply a human detector, such as Mask R-

CNN [12], to each frame, normalize each detected human

bounding box to a fixed size while keeping the width/height

ratio, and feed it to our first network, a stacked hourglass

network [25], which estimates the 2D keypoints in the form

of heatmaps (or confidence maps). Subsequently, our sec-

ond network (2D TCN) improves the accuracy of the esti-

mated 2D keypoints, and feed them further to our third net-

work (3D TCN) to obtain the final 3D pose. Our framework

is end-to-end, for both training and testing.

If there are multiple persons in the input video, we em-

ploy PoseFlow Tracker [41] to avoid identity shift. We as-

sume that the scene is not too crowded, so that the tracker is

less likely to cause identity switch. Tracking multiple per-

sons in crowded scenes under various poses is a complex

problem, which is beyond the scope of this paper.

3.1. Two­Dimensional Pose Estimation

Given a bounding box containing a person, our first net-

work outputs a set of heatmaps, expressed as {M̃i}, where

i ∈ [1,K] and K is the number of predefined keypoints.

The network processes the bounding box frame-by-frame

individually, and is trained using the following loss:

LS
2D =

K∑

i=1

||Mi − M̃i||
2
2, (1)

where Mi is the ground-truth heatmap for keypoint i, and is

defined as all zero for occluded keypoints and a single peak

Figure 3. Comparison of final 3D results between filling occluded

keypoints in 2D TCN (middle) and 3D TCN (right). The left image

shows the initial incomplete 2D estimation. We highlight the joints

whose estimations are different in the second and third columns for

clear visualization.

with Gaussian smoothness for non-occluded ones as in [25].

A sigmoid function is used in the output layer to force each

value in the heatmaps within the range of [0, 1]. The values

represent the confidence scores of the keypoint estimation.

For each heatmap M̃i, we choose the peak response point

p̃i with a confidence score of Ci as a candidate for the ith

keypoint. Our method is expected to produce low Ci for

occluded keypoints. To further improve the occlusion esti-

mation, we apply optical flow (e.g., [33]) to p̃i, and record

the flow vector as ~oi. Our first network also processes the

next frame, and the location difference of keypoint i in the

neighboring frames is defined as ~di. The difference between

~oi and ~di is further used to measure the reliability of p̃i.

Hence, the final confidence score for p̃i is defined as:

C∗

i = Ci exp(−
||~oi − ~di||

2
2

2σ2
), (2)

where σ is a standard deviation and is fixed to 0.1 in our

case. If C∗

i is smaller than a threshold b, p̃i is labeled as an

occluded keypoint.

To exploit temporal smoothness, we concatenate the co-

ordinates of all 2D keypoints to form a 2K long vector, X̃ ,

and feed all such vectors in the temporal window to a 2D di-

lated temporal convolutional network (2D TCN), f(·). Un-

like [29], we remove the occluded keypoints by setting both

their values in the vector and ground-truths to zero. The loss

of the 2D TCN is formulated as:

LT
2D = ||CT

b (f(C
T
b X̃)−X)||22, (3)

where X is the concatenated ground-truth keypoint coordi-

nate vector, and Cb is the binarized confidence score vector

according to a threshold b, indicating the reliability labels

of keypoints.

Note that, in our method, we do not intend to complete

the missing keypoints in the 2D TCN. Our experiments in

Table 2 show that leaving the prediction of the missing (oc-

cluded) keypoints to the 3D TCN provides better perfor-

mance. The reason is that the temporal smoothness in 3D is

more stable than in 2D where distortions can occur. Figure

3 shows an example. We see that filling missing keypoints

in 2D TCN may lead to inaccurate localization of keypoints,

while 3D TCN produces more precise estimations.

725



3.2. Three­Dimensional Pose Estimation

Having obtained the temporally smoothed yet possibly

incomplete 2D keypoints, we feed them into our 3D TCN,

which outputs the estimated 3D joint coordinates for all

keypoints, represented as {P̃i = (x̃i, ỹi, z̃i)}, including

those predicted as occluded keypoints in the early stage.

When the 3D joint ground-truths are available, our 3D

TCN employs the MSE loss based on 3D joints expressed

as:
LMSE =

∑

i

||P̃i − Pi||
2
2, (4)

where Pi is the 3D joint ground-truth, and P̃i is the cor-

responding predicted 3D joint by the 3D TCN. When 3D

ground-truths are not available, we project the results back

to 2D assuming orthogonal projection, and calculate the

loss as:
Lproj =

∑

i

vi||pi − p̃i||
2
2, (5)

where pi = (xi, yi) is the ground-truth of a 2D keypoint,

and p̃i = (x̃i, ỹi) is a keypoint resulted from the projection

of the corresponding 3D joint. vi ∈ {0, 1} is the occlusion

label of keypoint i.

In addition, we also add a symmetry constraint to limit

the bone lengths to be the same between a person’s left

and right part, and is defined as LSym =
∑

(i,j)∈E(||P̃i −

P̃j ||2− ||P̃î− P̃ĵ ||2)
2, where E is the set of all neighboring

keypoints forming a bone and î indicates the index of the

symmetric part of keypoint i.

As human joints have several constraints, only part of

the poses in the whole 3D pose space are anthropometri-

cally valid. Similar to [43, 7], we also adopt the concept of

adversarial learning. A discriminator is trained to assess the

correctness of the estimated 3D joints by minimizing a loss

function as Ldis = −
∑

j(uj log qj +(1−uj) log(1− qj)),
where j is the index of a 3D pose, uj is 1 and 0 for ground

truth and generated 3D poses respectively, and qj ∈ [0, 1] is

the output of the discriminator network. The loss for the 3D

pose estimation module is then defined as:

L3D =ζ
∑

i

||Pi − P̃i||
2
2 + (1− ζ)

∑

i

vi||pi − p̃i||
2
2

+ αLSym + βLDis,

(6)

where ζ ∈ {0, 1} indicates whether the 3D ground-truth is

available, and α and β are weighting factors to balance the

influences of symmetric loss LSym and discriminative loss

LDis, and are fixed to 0.2 and 0.1 in our experiments.

4. Cylinder Man Model

Training the 3D TCN requires pairs of a 3D joint ground-

truth and a 2D keypoint with occlusion label. However, the

existing 3D human pose datasets (e.g., [14, 22]) have no

occlusion labels, and the amount of the 3D data is limited.

Hence, we introduce a “Cylinder Man Model” to generate

occlusion labels for 3D data and perform data augmenta-

tion. We also use the model for pose regularization of oc-

cluded keypoints when 3D ground-truths are unavailable.

Figure 4. Illustration for the ”Cylinder Man Model” for occlusion

reasoning. See text for details.

4.1. Model Definition

As shown in the left of Figure 4, we divide a 3D hu-

man into ten parts: head, torso, two upper arms, two lower

arms, two thighs, and two lower legs. Given any 3D skele-

ton, either from the ground-truth or our networks, we use

a cylinder to approximate the 3D shape of each of the ten

parts. The radius of the head is defined as 10cm, and the

radius of each limb is defined as 5cm as labeled in Figure 4

left. The height of a cylinder is defined as the distance be-

tween keypoints defining that part. The radius of the torso

is not pre-defined but is set to the distance between the neck

and the shoulder. Such approximation works well in our

framework, and is validated by the experiments.

In our model, each cylinder is formulated by Cij =
{rij , Pi, Pj}, where rij is the radius and Pi, Pj are the 3D

joints defining the centers of the top and bottom parts of the

cylinder as visualized in the middle of Figure 4.

To calculate whether a point P is occluded by Cij , we

first map them to the 2D space assuming orthogonal pro-

jection. The vertical cross section of the cylinder, ABCD,

maps to a rectangle A′B′C ′D′ as shown in the middle of

Figure 4. As rij is small with respect to the height of the

cylinder, i.e., the length of a bone, we only check whether P

is occluded by ABCD when projecting to the 2D plane. If

the projected P is not inside the rectangle A′B′C ′D′ in 2D

space, it is not occluded. Otherwise, we calculate the norm

of the plane ABCD in 3D space as −→nij =
−−−→
PjPj ×

−−→
PjA.

Note that, −−→nij is also the norm vector. We choose the one

pointing toward the camera, i.e., z coordinate is negative.

The visibility of point P is then calculated by

VP =
∏

(i,j)∈E

[(P − Pi) · nij > 0], (7)

where E is the set of all neighboring keypoints forming a

bone, and [·] denotes the Iverson bracket, returning 1 if the

proposition is true, and 0 otherwise. In order to assure dif-

ferentiable, we use sigmoid function to approximate this op-

eration. In the example shown in Figure 4 right, if the view

angle is from behind the person, the keypoint P will be oc-

cluded by the body cylinder at point O.

Other human body model like SMPL [19] could provide

more detailed representation of human shape, but it requires

extra computational cost for checking occlusion. Cylinder

based approximation is suitable for our tasks.
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4.2. Pose Data Augmentation

Existing 3D datasets provide 3D coordinates of human

joints and captured 2D images in different view angles. To

provide occlusion ground-truths, we first expand the 3D

skeleton to a “Cylinder Man” using the above model. Based

on the provided camera parameters, we can estimate the cur-

rent camera’s viewing angle in the world coordinate. Thus,

we could predict the visibility of each keypoint in the cor-

responding image using Eq. 7.

While the above process creates some data for training

our 3D TCN, the data are still insufficient due to limited

number of captured images. Hence, we create a set of vir-

tual cameras around the humans in a 3D dataset to increase

our training data. We normalize the 3D skeleton ground-

truth with respect to the body center, and thus we could ig-

nore the camera translation but only consider the rotation

operation. The rotation angles around x and z axes are lim-

ited to 0.2π with a sampling step of 0.02π to avoid revers-

ing a human upside down. The rotation around the y axis

is randomly selected within [−π, π]. Thus, we generate 100

virtual view angles for every sample, and use Eq. 7 to es-

timate the occlusion of each keypoint to produce pairs of

3D pose and 2D pose with occlusion labels. As our Cylin-

der Man Model only calculates self-occlusions, to further

include inter-object occlusion cases, we randomly mask out

some keypoints assuming that they are occluded by some

virtual occluders. These additional data obviously improve

the diversity of our training set.

4.3. Pose Regularization

In our framework, occluded keypoints are filtered out be-

fore feeding the keypoints to our 3D TCN. This means that

we estimate the 3D joints of the missing keypoints from the

other reliable ones. However, there are many possible paths

in the 3D space that could fill the missing keypoints. One

example is shown in the second row of Figure 5. Surely,

when 3D joint ground-truths are available, we can use them

to train the 3D TCN to estimate the correct path. How-

ever, we do not always have 3D joint ground-truths as men-

tioned before. Hence, we introduce a pose regularization

constraint.

Given an estimated 3D pose, we first build its “Cylin-

der Man Model”, and then calculate the visibility label

ṽi ∈ {0, 1} for each estimated keypoint p̃i in the 2D space

using Eq. 7. If a missing keypoint is occluded, we have a

reasonable explanation for its failure of detection or unreli-

ability. If it is not occluded, it is less likely to be missed by

the 2D keypoint estimator and should be penalized as:

Lreg = (1− ζ)
∑

i∈Occ

ṽi, (8)

where Occ is the set of unreliable keypoints, predicted by

the method in Section 3.1. With this regularization term,

we prefer to find a 3D pose configuration where the unreli-

able keypoints are occluded. An example is shown in Fig-

Figure 5. Example of the effectiveness of pose regularization. The

second row shows wrong 3D estimation without the regularization

term. The third row shows that the constraint fixes the error.

ure 5. The left wrist of the person is occluded in Frame 120

& 190, and is classified as an unreliable keypoint by Equ.

2. Without the pose regularization constraint, the estimated

locations of the left wrist are not occluded as shown in the

second row in Figure 5. After adding our proposed regular-

ization, the framework pushes the unreliable keypoints to

be occluded, producing correct results as shown in the last

row in Figure 5.

Our whole system is trained end to end by minimizing

the loss as:
L = L2D + w1L3D + w2Lreg, (9)

where w1 and w2 are weighting factors, and are fixed to 1.0
and 0.1, respectively .

5. Experiments

5.1. Experimental Settings

Datasets. Two widely used human pose estimation

datasets, Human3.6M [14] and HumanEva-I [31], are used

for performance evaluation.

Human3.6M is a large 3D human pose dataset. It has 3.6

million images including eleven actors performing daily-

life activities, and seven actors are annotated. The 3D

ground-truth is provided by the Mocap system and intrin-

sic and extrinsic camera parameters are known. Similar to

previous work [13, 29, 27, 43], we use subjects 1, 5, 6, 7, 8

for training, and the subjects 9 and 11 for evaluation.

HumanEva-I is a relatively smaller dataset. Following

the typical protocol [21, 13, 29], we use the same data di-

vision to train one model for all three actions (Walk, Jog,

Box), and use the remaining data for testing.

Evaluation protocols. We use two common evaluation

protocols in our experiments. Protocol #1 refers to the

Mean Per Joint Position Error (MPJPE) which is the mil-
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Figure 6. Illustration of our temporal convolutional network struc-

ture. CONV and T CONV stand for convolutional and transpose

convolutional operations. S, C, and D stand for stride, channel

and dilation rate, respectively. The kernel size for all blocks are

set to 5.

limeters between the ground-truth and the predicted key-

points. Protocol #2, often called P-MPJPE, refers to the

same error after applying alignment between the predicted

keypoints and the ground-truth.

5.2. Implementation Details

We adopt Mask-RCNN [12] for human detection and use

a ResNet-101 backbone. The Stacked Hourglass Network

[25] is used as 2D pose detector structure and is initialized

with weights pre-trained on COCO dataset.

We use the same network structures for our two TCNs,

each of which has two convolutional blocks (C Blocks) and

two transposed convolutional blocks (T Blocks) as shown in

Figure. 6. Short connections are used to incorporate differ-

ent time scale and dilation. The structure for 2D TCN and

3D TCN are the same except the output channel of the last

convolutional layer. The discriminator for checking the val-

idation of a 3D pose is composed of three 1D convolutional

layers followed by one fully connected layer which outputs

the final discrimination score.

We use Adam Optimizer with a learning rate of 0.001 for

the first 100,000 iterations, and 0.0001 for another 30,000

iterations. We use a batch-size of 128 and perform random

data augmentation as mentioned in Section 4.2.

5.3. Hyper­Parameter Sensitivity Analysis

There are two important hyper-parameters in our frame-

work: the sequence length for our TCNs and the thresh-

old for reliable keypoints. We test the performance on Hu-

man3.6M dataset, Protocol #1 and #2 for comparison. The

Figure 7. The estimation error (in mm) using Protocol #1 and #2

under different hyper-parameter settings.

Method Protocol #1 Protocol #2

Seq=16, t=0.30 55.4 41.2

Seq=32, t=0.30 51.8 38.1

Seq=64, t=0.30 47.0 34.6

Seq=128, t=0.30 42.9 32.8

Seq=256, t=0.30 44.1 34.0

Seq=128, t=0.20 45.7 36.1

Seq=128, t=0.25 43.3 34.8

Seq=128, t=0.30 42.9 32.8

Seq=128, t=0.35 43.1 34.1

Seq=128, t=0.40 44.2 35.7

Table 1. Hyper-parameter sensitivity testing based on estimation

errors on Human 3.6M under Protocol #1 and #2.

3D

TCN

2D

TCN

Occ

Aware

Sym Adv Pos

Reg

Data

Aug

P #1 P #2

X 54.0 42.1

X X 51.7 40.5

X X X 46.3 35.4

X X X X 45.8 34.8

X X X X X 45.1 34.3

X X X X X X 44.8 34.1

X X X X X X X 42.9 32.8

Table 2. The effectiveness of different components: 3D TCN, 2D

TCN, Occlusion Awareness, Symmetry Constraint, Adversarial

Learning, Pose Regularization, Data Augmentation. We conduct

the evaluation based on Human 3.6M Protocol #1 (P #1) and Pro-

tocol #2 (P #2).

models are tested under different settings, and the results

are shown in Figure 7 and Table 1.

We find that under each protocol, there is an obvious val-

ley in the error surface in Figure 7. The curvature around the

valley is small, and even the second and the third best set-

tings in Table 1 still outperform the state-of-the-art results,

indicating that our approach is not sensitive to these hyper-

parameters. The error drops with the increase of sequence

length until 256. This means that more temporal informa-

tion would benefit the pose estimation, but temporally far

away poses may not provide much useful information and

the over-length duplicate padding at sequence boundaries

may be detrimental to the performance. Moreover, the er-

ror reaches the valley around threshold value of 0.3. Too

small threshold weakens the effectiveness of suppression of

unreliable keypoints, and more erroneous keypoints will be

used in the later TCN modules; too large threshold leads to

excessively information removal, leaving little useful infor-

mation for estimation of all keypoints. In later experiments,
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Method Direct Disc. Eat Greet Phone Photo Pose Purch. Sit SitD. Smoke Wait WalkD.Walk WalkT. Avg

Pavlakos et al. [28] CVPR’17 67.4 71.9 66.7 69.1 72.0 77.0 65.0 68.3 83.7 96.5 71.7 65.8 74.9 59.1 63.2 71.9

Zhou et al. [46] ICCV’17 54.8 60.7 58.2 71.4 62.0 65.5 53.8 55.6 75.2 111.6 64.1 66.0 51.4 63.2 55.3 64.9

Martinez et al. [21] ICCV’17 51.8 56.2 58.1 59.0 69.5 78.4 55.2 58.1 74.0 94.6 62.3 59.1 65.1 49.5 52.4 62.9

Sun et al. [35] ICCV’17 52.8 54.8 54.2 54.3 61.8 67.2 53.1 53.6 71.7 86.7 61.5 53.4 61.6 47.1 53.4 59.1

Fang et al. [10] AAAI’18 50.1 54.3 57.0 57.1 66.6 73.3 53.4 55.7 72.8 88.6 60.3 57.7 62.7 47.5 50.6 60.4

Yang et al. [43] CVPR’18 51.5 58.9 50.4 57.0 62.1 65.4 49.8 52.7 69.2 85.2 57.4 58.4 43.6 60.1 47.7 58.6

Pavlakos et al. [27] CVPR’18 48.5 54.4 54.4 52.0 59.4 65.3 49.9 52.9 65.8 71.1 56.6 52.9 60.9 44.7 47.8 56.2

Luvizon et al. [20] CVPR’18 49.2 51.6 47.6 50.5 51.8 60.3 48.5 51.7 61.5 70.9 53.7 48.9 57.9 44.4 48.9 53.2

Lee et al. [17] ECCV’18 40.2 49.2 47.8 52.6 50.1 75.0 50.2 43.0 55.8 73.9 54.1 55.6 58.2 43.3 43.3 52.8

Hossain & Little [13] ECCV’18 44.2 46.7 52.3 49.3 59.9 59.4 47.5 46.2 59.9 65.6 55.8 50.4 52.3 43.5 45.1 51.9

Pavllo et al. [29] CVPR’19 45.2 46.7 43.3 45.6 48.1 55.1 44.6 44.3 57.3 65.8 47.1 44.0 49.0 32.8 33.9 46.8

Our result 38.3 41.3 46.1 40.1 41.6 51.9 41.8 40.9 51.5 58.4 42.2 44.6 41.7 33.7 30.1 42.9

Table 3. Quantitative evaluation using MPJPE in millimeter between estimated pose and the ground-truth on Human3.6M under Protocol

#1, no rigid alignment or transform applied in post-processing. Best in bold, second best underlined.

Method Direct Disc. Eat Greet Phone Photo Pose Purch. Sit SitD. Smoke Wait WalkD.Walk WalkT. Avg

Moreno-Noguer et al. [23] CVPR’17 66.1 61.7 84.5 73.7 65.2 67.2 60.9 67.3 103.5 74.6 92.6 69.6 71.5 78.0 73.2 74.0

Pavlakos et al. [28] CVPR’17 – – – – – – – – – – – – – – – 51.9

Martinez et al. [21] ICCV’17 39.5 43.2 46.4 47.0 51.0 56.0 41.4 40.6 56.5 69.4 49.2 45.0 49.5 38.0 43.1 47.7

Sun et al. [35] ICCV’17 42.1 44.3 45.0 45.4 51.5 53.0 43.2 41.3 59.3 73.3 51.0 44.0 48.0 38.3 44.8 48.3

Fang et al. [10] AAAI’18 38.2 41.7 43.7 44.9 48.5 55.3 40.2 38.2 54.5 64.4 47.2 44.3 47.3 36.7 41.7 45.7

Pavlakos et al. [27] CVPR’18 34.7 39.8 41.8 38.6 42.5 47.5 38.0 36.6 50.7 56.8 42.6 39.6 43.9 32.1 36.5 41.8

Yang et al. [43] CVPR’18 26.9 30.9 36.3 39.9 43.9 47.4 28.8 29.4 36.9 58.4 41.5 30.5 29.5 42.5 32.2 37.7

Lee et al. [17] ECCV’18 34.9 35.2 43.2 42.6 46.2 55.0 37.6 38.8 50.9 67.3 48.9 35.2 31.0 50.7 34.6 43.4

Hossain & Little [13] ECCV’18 36.9 37.9 42.8 40.3 46.8 46.7 37.7 36.5 48.9 52.6 45.6 39.6 43.5 35.2 38.5 42.0

Pavllo et al. [29] CVPR’19 34.1 36.1 34.4 37.2 36.4 42.2 34.4 33.6 45.0 52.5 37.4 33.8 37.8 25.6 27.3 36.5

Our result 28.7 30.3 35.1 31.6 30.2 36.8 31.5 29.3 41.3 45.9 33.1 34.0 31.4 26.1 27.8 32.8

Table 4. Quantitative evaluation using P-MPJPE in millimeter between estimated pose and the ground-truth on Human3.6M under Protocol

#2. Procrustes alignment to the ground-truth is used in post-processing. Best in bold, second best underlined.

we fix the sequence length to 128 and the threshold to 0.3.

5.4. Ablation Studies

To evaluate the effectiveness of each component in our

framework, we perform several ablative experiments on Hu-

man3.6M dataset, and the results are shown in Table 2. The

“3D TCN” baseline method is to feed complete 2D esti-

mated keypoints, no matter occluded or not, directly to the

3D TCN for final 3D pose estimation. Then, we gradually

enable more modules, including 2D TCN, occlusion aware-

ness, pose regularization, and data augmentation. Note that

the occlusion awareness is not a separate module like oth-

ers, but is integrated into 2D keypoints estimation, 2D TCN,

and 3D TCN modules.

From Table 2, we see that all our modules contribute ob-

viously to the final performance. The biggest improvement

comes from our occlusion awareness module. This vali-

dates our assumption that using incomplete 2D keypoints

instead of completed but incorrect ones benefits the estima-

tion accuracy. Adding pose regularization reduces the er-

ror about about 1.5mm and 1.3mm under Protocol #1 and

#2 respectively, showing that the occlusion constraints for

missing keypoints are helpful. Our virtual view angle data

augmentation scheme increases the diversity of our train-

ing pool, further reducing the error by about 1.9mm and

1.3mm under Protocol #1 and #2 respectively.

5.5. Quantitative Results

We evaluate our whole system on two public data sets

and compared with state-of-the-art methods. The results on

Human3.6M under Protocol #1 and #2 are shown in Ta-

ble 3 and Table 4 respectively. Under Protocol #1 and #2,

our method outperforms the previous best results [29] by

about both 4mm on average, which are about 8.3% and

10.1% error reduction rates, while Pavllo et al. [29] re-

duced the errors by about 9.8% and 3.2%, compared with

state-of-the-art then. Note that in Table 4, although Yang

et al [43] has lower errors in five actions, their results are

unstable, leading to much higher overall error than ours. It

is noteworthy that an improvement of 3 ∼ 4 mm is an aver-

aged performance; among the top 10K joints with largest er-

rors in H3.6M dataset, our occlusion-aware module signif-

icantly reduced the average error from 713mm to 382mm.

These experiments demonstrate that by using our occlusion-

aware framework, we could better deal with occluded hu-

man joints, and recover them from other confident ones.

We also evaluate our approach on HumanEva-I [31]

dataset, and the results are shown in Table 5. Our method

outperforms the state-of-the-art [29] by 9.5%, which is a

solid improvement considering the performance on this rel-

atively small dataset is almost saturated.
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unaware 

2D results

3D results 

w/o occlusion 

awareness

Our 

results

Occlusion 

aware 

2D results

Frame 84 Frame 118 Frame 140 Frame 160 Frame 44 Frame 64 Frame 82 Frame 107

Figure 8. Examples of results from our whole framework as well as disabling the occlusion-aware module.

Method Walking Jogging Avg

Pavlakos et al. [28] CVPR’17 22.3 19.5 29.7 28.9 21.9 23.8 24.3

Martinez et al. [21] ICCV’17 19.7 17.4 46.8 26.9 18.2 18.6 24.6

Pavlakos et al. [27] CVPR’18 * 18.8 12.7 29.2 23.5 15.4 14.5 18.3

Lee et al. [17] ECCV’18 18.6 19.9 30.5 25.7 16.8 17.7 21.5

Hossain et al. [13] ECCV’18 19.1 13.6 43.9 23.2 16.9 15.5 22.0

Pavllo et al. [29] CVPR’19 13.4 10.2 27.2 17.1 13.1 13.8 15.8

Our result 11.7 10.1 22.8 18.7 11.4 11.0 14.3

Table 5. Evaluation on HumanEva-I dataset under Protocol #2.

Legend: (*) uses extra depth annotations for ordinal supervision.

Best in bold, second best underlined.

5.6. Qualitative Results

We show some example results in Figure 8. When oc-

clusion occurs, the 2D estimations of keypoints are often

incorrect, such as the left arm and leg in Frame 118 & 140,

and the right arm in Frame 82 & 107 in the first row. With-

out occlusion awareness modules, such erroneous keypoint

detections are treated the same as other reliable ones, lead-

ing to possible wrong 3D pose estimation as shown in the

second row. However, our approach removes those unreli-

able 2D keypoints as shown in the third row, and only uses

the reliable ones to produces more accurate and stable 3D

estimation results as shown in the fourth row.

5.7. Limitations and Future Work

Although our framework outperforms state-of-the-art

methods on public datasets, there are still several unsolved

problems, and some failure examples are shown in Figure 9.

Like other top down based human pose estimation methods,

we assume the bounding boxes after detection and tracking

are mostly correct. If the bounding box deviates too much

from the ground-truth, our pose estimation may fail. Also,

Figure 9. Failure cases caused by (a) multi-person overlapping, (b)

detection or tracking error, and (c)(d) long-term heavy occlusion.

if two or more humans are very close, our approach may fail

to distinguish the keypoints from different persons. More-

over, our “Cylinder Man Model” is defined to estimate the

self-occlusions, but could not directly deal with occlusions

by other objects. Finally, our method could not deal with

long time heavy occlusion. In this case, little or no tempo-

ral information is available to recover the heavily occluded

keypoints. Solving these issues will be our future work.

6. Conclusion

We propose an occlusion-aware framework for estima-

tion of human 3D poses from an input video. The suppres-

sion of unreliable 2D keypoints estimation reduces the risk

of accumulative error. Our “Cylinder Man Model” is effec-

tive at improving the diversity of our training data and regu-

larizing the occluded keypoints. Our approach improves the

estimation accuracy on Human3.6M dataset by about 10%

and on HumanEva-I dataset by about 9.5%.
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