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Abstract

In convolutional neural networks (CNNs), we propose to

estimate the importance of a feature vector at a spatial lo-

cation in the feature maps by the network’s uncertainty on

its class prediction, which can be quantified using the infor-

mation entropy. Based on this idea, we propose the entropy-

based feature weighting method for semantics-aware fea-

ture pooling which can be readily integrated into various

CNN architectures for both training and inference. We

demonstrate that such a location-adaptive feature weight-

ing mechanism helps the network to concentrate on seman-

tically important image regions, leading to improvements

in the large-scale classification and weakly-supervised se-

mantic segmentation tasks. Furthermore, the generated fea-

ture weights can be utilized in visual tasks such as weakly-

supervised object localization. We conduct extensive exper-

iments on different datasets and CNN architectures, outper-

forming recently proposed pooling methods and attention

mechanisms in ImageNet classification as well as achieving

state-of-the-arts in weakly-supervised semantic segmenta-

tion on PASCAL VOC 2012 dataset.

1. Introduction

Visual classification on large-scale image datasets [18,

38] is challenging because of the subtle inter-class differ-

ences and large background variations in natural images.

The deep Convolutional Neural Networks (CNNs) is by far

the most successful model for solving this problem and var-

ious CNN architectures [10, 31, 12, 30] have been proposed

to continually boost the classification performances.

Current CNN models extract deep features from images

by utilizing stacks of convolutional layers intersected with

pooling layers for feature selection. To aggregate global se-

mantics in the input image, in popular CNN architectures

such as ResNet [10] and InceptionV3 [31], a Global Aver-

age Pooling (GAP) layer is placed between the last convolu-
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Figure 1. Illustration of the proposed location-adaptive feature

weighting mechanism using information entropy. The model is

trained with image classification labels. It’s much more certain on

its localized class predictions regarding the feature vector centered

on the ‘grass snake’ than that on the background rock.

tional feature maps and the classifier. As such, these CNNs

are capable of extracting global features which are robust to

translation and rotations at very low computational costs.

In the GAP layer, the final image representation is com-

puted as the average of all the feature vectors from the last

convolutional feature maps. In other words, local features

focused on different spatial locations in the input image are

treated equally. Nevertheless, this may not be the best fea-

ture selection strategy. From the data distribution perspec-

tive, objects in natural images often appear on various com-

plex backgrounds and there are frequent co-occurrences of

different objects in the same image. At the same time, for

feature vectors at different locations in the feature maps, the

corresponding centers of the effective receptive field are dif-

ferent, indicating that semantics embedded in these feature

13405



vectors may vary a lot. Some of these feature vectors are

closely related to the target object and can contribute to the

class prediction, while others may be uncorrelated or even

harmful to the classification result. Hence, it is reasonable

to aggregate information from different spatial locations in

an adaptive manner rather than by averaging all the feature

vectors across the spatial dimension with equal weights as

GAP does. As such, feature vectors which are beneficial

to the classification task should be augmented while noisy

features should be suppressed.

A recent research [37] has revealed that in the CNN-GAP

architecture, the importance of different image regions re-

garding a target class can be quantified as the dot prod-

ucts between the feature vectors and the classifier’s weights,

which is called the Class Activation Map (CAM). CAM

method works as post-hoc additive to pre-trained models

through inference for better understanding of the classifi-

cation results. However, it is more desirable to design an

internal module which can influence the training process by

driving the network towards selecting features in a more ef-

fective way. To achieve this, the most critical problem is

how to formulate a universal criterion for evaluating the fea-

ture importance before the classification result is produced.

We argue that this can be achieved by measuring the cer-

tainty of the network’s class prediction. More specifically,

the classifier can directly operate on each local feature vec-

tor to generate a localized class probability distribution. We

employ the uncertainty measurement in the information the-

ory and calculate the information entropy of this distribu-

tion. Intuitively, the entropy value characterizes how uncer-

tain the network is on the classification of the corresponding

local feature vector. Small entropy values indicate that the

corresponding local feature vectors are probably correlated

to object regions in the image, while large entropy values

are usually associated with local feature vectors affected

by misleading image regions, such as backgrounds or ar-

eas with confusing patterns, which are less helpful or even

harmful to the final classification. Therefore, the impor-

tance of a local feature vector can be measured, for exam-

ple, by a weighting coefficient negatively correlated to the

corresponding entropy. Such an idea is illustrated in Fig. 1.

We refer to this method as Entropy Pooling (EP), which can

be readily integrated into popular CNN architectures.

We summarize our main contributions as follows:

• We propose a novel entropy-based mechanism to facil-

itate semantics-aware feature pooling, which helps the

network to extract image representations that are more

robust to background variations or interfering patterns.

• The EP’s advantage of effectively locating semanti-

cally important regions and guiding the networks to

concentrate on the most class-correlated regions is ex-

ploited to perform weakly-supervised localization and

weakly-supervised semantic segmentation.

• Our approach is generic and can facilitate the perfor-

mance for multiple vision tasks. By integrating the

EP into various CNN backbones, our model outper-

forms recently proposed pooling methods and atten-

tion mechanisms in ImageNet [18] classification task.

And we achieve new state-of-the-arts on the weakly-

supervised semantic segmentation task on PASCAL

VOC 2012 benchmark [8].

2. Related Work

Feature Pooling Recently proposed architectures, such

as ResNet [10], InceptionV3 [31] and SENet [12] replace

the computationally expensive FC layers in AlexNet [18]

and VGG [30] with a GAP layer containing no trainable pa-

rameters. Several methods have been proposed to improve

the simple average mechanism of GAP. In order to obtain

the translation invariant and shape-preserving property, the

2D DFT-based pooling [26] computes the 2D DFT for each

channel of the feature maps and then selects the magnitudes

of the low frequencies as the new features. In the context

of second-order pooling, the Bilinear Pooling [23] exploits

the channel-wise correlations in the feature maps. How-

ever, on large-scale datasets, it is computationally expen-

sive and has difficulty in robust covariance estimation given

a small sample of very high-dimensional features. To ad-

dress this issue, the FBP [21] leverages the factorized pa-

rameterization which introduces only a linear increase of

parameters. The MPN-COV [20] is proposed to develop ef-

fective covariance-based pooling method on large-scale set-

tings. And iSQRT-COV [19] improves the computational

efficiency of MPN-COV by introducing an iterative matrix

square root normalization method which is more suitable

for parallel implementation on GPU.

Attention Mechanisms for Classification The pro-

posed Entropy Pooling works by generating different

weights for features at different locations. The attention

mechanisms in CNNs follow similar practice. The Resid-

ual Attention Networks (RAN) [32] proposes to build the

CNNs with the Attention Modules, which adopt a con-

volutional encoder-decoder architecture followed by sig-

moid activation to generate attention maps to achieve spa-

tial and channel-wise feature weighting. The Squeeze-and-

Excitation Networks (SENet) [12] builds the SE module

by averaging the intermediate convolutional feature maps

along the spatial dimension, followed by two fully con-

nected layers and sigmoid activation to generate channel-

wise feature weighting coefficients, achieving state-of-the-

art results on the ImageNet classification task. The main

differences between our method and [32, 12] are that (1)

we explicitly formulate the entropy weighting coefficients

which are negatively correlated to the information entropy
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of the localized class probability and (2) the entropy weight-

ing coefficients can be reliably used to perform weakly-

supervised localization and the networks are very effective

in weakly-supervised semantic segmentation.

Weakly-supervised localization and semantic seg-

mentation The Class Activation Maps (CAM) [37] can

generate class scores distributed on the feature maps using

only image-level labels during training. This mechanism

is widely used to highlight the discriminative object parts

for tasks such as the weakly-supervised localization and se-

mantic segmentation. And the grad-CAM [27] is proposed

to generalize its application in networks without GAP layer.

Kolesnikov et al. [17] employs the CAM to locate the class-

specific image regions and uses them as pseudo-labels for

training the semantic segmentation networks. However, this

supervision remains unchanged during the whole training

process and they are small and sparse. To address this is-

sue, the DSRG [13] is proposed to leverage seeded region

growing for updating the initial segmentation masks (re-

ferred to as seed) during training. However, this method can

be further improved by providing it with the initial seed of

higher quality. The Multi-dilated Convolution (MDC) [35]

employs multiple branches of convolutional layers with dif-

ferent dilation rates to transfer the class information from

the most discriminative regions to the surroundings. How-

ever, as is shown in its experiments, it is difficult to transfer

the class information on objects with a large area due to the

size limit of the dilated convolution kernels. Our networks

with the proposed Entropy Pooling can effectively locate

the class-correlated areas and cover a large proportion of

the true positive regions.

3. Entropy Pooling

In this section, we will explain the intuitions for devel-

oping the proposed approach. And we will present the for-

mulation of the proposed Entropy Pooling method. Then

we will describe how to insert it into intermediate convolu-

tional layers with slight modifications.

3.1. Intuitions

We first revisit the prevailing CNN architecture com-

posed of a cascade of convolutional layers, a GAP layer

and a classifier which is typically a FC layer. The final pre-

diction scores F over K classes before the softmax func-

tion are computed as Eq. 1, in which fGAP (·) is the av-

erage operation of the GAP layer; W = [w1,w2, ...,wK ]
is the weights of the classifier where each column corre-

sponds to a class; U ∈ R
h×w×c is the last convolutional fea-

ture maps consisting of local feature vectors {vi ∈ R
c|i =

1, 2, ..., hw}. For simplicity, we omit the classifier biases.

F = WT fGAP (U)

= WT 1

hw

∑

i

vi =
1

hw

∑

i

WTvi
(1)

Each vi actually encodes the semantic information

mostly affected by a sub-region in the input image. Image

sub-regions corresponding to different spatial locations in

the feature maps may cover different object parts or back-

ground areas. This indicates that the correlations between

different vi and the target object class may vary signifi-

cantly. However, under the CNN-GAP architecture, all the

vi are equally supervised by the class label due to the sim-

ple average operation of the GAP layer. We aim at exploring

a spatially adaptive weighting scheme for the local feature

vectors instead of simply averaging them.

3.2. Formulation

Our goal is to develop a semantics-aware pooling method

by assigning different weights to different local feature vec-

tors vi. We denote WTvi in Eq. 1 as F̂i ∈ R
K , which

is the classification score vector for location i in the fea-

ture maps. We call F̂i the localized class prediction of vi.

Then we have F = 1
hw

∑
i F̂i, indicating that performing

classification on the GAP-pooled representation is equiv-

alent to first obtaining the localized classification scores

for each location in the feature maps and then averaging

them. It is therefore possible to extract the semantic in-

formation encoded in each vi before the pooling operation.

Let p̂i = softmax(F̂i) be the localized class probability

for location i. The Shannon entropy [28] of p̂i can be cal-

culated using Eq. 2.

H(p̂i) = −

K∑

k=1

p̂i(k) log p̂i(k) (2)

For a feature location i, if its receptive field FOVi is cen-

tered on a specific object, the localized class prediction of vi

made by the network should probably be highly confident,

leading to a low H(p̂i) value. Otherwise, if FOVi is cen-

tered on image textures or patterns frequently occurred in

images of many different classes, the corresponding H(p̂i)
should generally be high. A typical example is shown in

Fig. 1. It’s therefore reasonable to weight vi using a coeffi-

cient λi negatively correlated to H(p̂i) as in Eq. 3.

λi = 1−
H(p̂i)

maxj∈[1,hw] H(p̂j)
(3)

We refer to λi as the entropy weighting coefficient of fea-

ture location i; and the EP can be formulated as Eq. 4.

fEP (U) =
1

hw

∑

i

λivi (4)
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Figure 2. Architecture of the proposed EP layer which takes the last convolutional feature maps and classifier weights as input and perform

localized classification. Then the entropy weighting coefficients λi are obtained using Eq. 3. The feature maps are weighted by multiplying

λi and then averaged along the spatial dimension to produce the final representation.

The architecture of the EP layer is illustrated in Fig. 2. It

should be noticed that the entropy based weighting process

introduces no additional parameters. Therefore, EP can be

used a post-hoc additive to pre-trained CNN models. For

clarity, we refer to such a way of using EP as EP inference.

Actually, we will show through experiments that even by

using the EP inference, the classification performance can

already be improved. A more favorable way of using EP

is to incorporate it in training so as to guide the network to

focus on making confident class predictions on more infor-

mative image regions by imposing stronger supervision on

local features of greater importance.

3.3. Branched Entropy Weighting

According to the above formulation, EP layer can only

be inserted between the last convolutional layers and the

classifier. However, the core idea of EP, which is location-

adaptive feature weighting, can actually be applied to inter-

mediate convolutional layers to facilitate adaptive feature

weighting in a hierarchical manner. Anyway, the EP layer

need to be modified to adapt to the structure of the interme-

diate layers in the network.

According to Eq. 3, in order to obtain the entropy weight-

ing coefficients, it’s necessary to perform localized classifi-

cation on the feature maps. However, the classifier weights

W from the final FC layer cannot be directly applied to

the feature maps of the intermediate layers. Therefore, a

branched classification task has to be added. One possible

solution is to directly fork a branched FC layer after the tar-

get intermediate layer to facilitate branched classification.

In practice, the semantic information embedded in the in-

termediate feature maps may not be rich enough compared

to the last feature maps, leading to the difficulty in training.

To address this issue, the intermediate convolutional feature

maps are further filtered by one convolutional layer to adapt

for the classification. For efficiency, we follow the ’bottle-

neck’ design [10] by utilizing a 1x1 convolutional layer with

half the number of channels of the input features for dimen-

sion reduction. The FC layer can also be implemented using

a 1x1 conv. layer to perform localized classification. Be-

sides, we use no more than two BEW layers to achieve the

best performance in the classification experiments. Overall,

our EP does not introduce extra parameters and the BEW

introduces only a small number of parameters.

We call such a modified version of EP the Branched En-

tropy Weighting (BEW) layer. The intermediate entropy

weighting coefficients are calculated inside the BEW layer

and then multiplied with the intermediate feature maps. A

BEW layer and its connection to the backbone network is

depicted in Fig. 3.

Multiple BEW layers can be integrated at different

depths to the backbone network to form Multi-level BEW.

As such, semantics-aware feature weighting are encour-

aged simultaneously at different levels of the network, lead-

ing to a further improvement in the final classification per-

formance. Fig. 4 corresponds to a ResNet-50 network

equipped with EP and two BEW layers. The classification

losses of the backbone network and the two BEW branches

are plotted. Also, the evolution of entropy weighting coeffi-

cients in the EP layer and the two BEW layers are presented.

It can be observed that the generated entropy weighting co-

efficients gradually capture the semantically important im-

age regions and covert the whole objects during training.

4. Experiments

To verify the effectiveness of our method, we con-

duct image classification experiments on two large-scale

datasets, namely the ImageNet [18] and the Places365 [38],

by integrating EP and BEW into various CNN architec-
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tures. We perform the weakly-supervised localization task

on ImageNet dataset by directly utilizing the generated en-

tropy weighting coefficients. And we perform the weakly-

supervised semantic segmentation task on PASCAL VOC

2012 dataset [8]. All the experiments are implemented us-

ing the Keras [6] API and Caffe [14] framework.

4.1. ImageNet Classification

The ImageNet ILSVRC 2012 dataset [18] contains 1.2M

images for training and 50k images for validation, cover-

ing objects of 1000 classes. Following the practice of data

augmentation in [10, 30, 31], each training image is resized

with its shorter side randomly sampled in range [342, 640]
for the InceptionV3 and [256, 480] for other architectures.

Then we randomly crop a sub-region of size 299 × 299
for InceptionV3 and of size 224 × 224 for other architec-

tures. The per-channel mean is subtracted and the images

are horizontally flipped with a probability of 0.5 at each it-

eration during training. We initialize the network weights

as in [9] and start training with a learning rate of 0.1, which

is divided by 10 every 30 epochs. We train each model for

100 epochs using Stochastic Gradient Descent (SGD) with

a momentum of 0.9, and a batch size of 256 on four Tesla

P100 GPUs and the weight decay is set to 0.0001.

Network architectures We integrate the proposed EP

and BEW to various CNN backbones, including VGG-

16 [30], VGG-GAP [37], ResNet [10], InceptionV3 [31],

among which the VGG-16 uses multiple FC layers to ex-

tract global semantics while the others utilize the GAP

layer. For VGG-16, we keep the original layers intact by

only adding BEW layers, without replacing the FC layers

with the EP. There are 5 down-sampling operations with

stride=2 in each of these CNN backbones. For VGG-16, we

incorporate two BEW layers right before the 4th and the 5th

pooling layers. For VGG-GAP, ResNet and InceptionV3,

we replace the GAP layer with the EP layer after the last

convolutional layer. In addition, we also incorporate two

BEW layers in these three networks. The shallower one is

placed right before the fourth down-sampling operation and

the other is placed one convolutional layer (for VGG-GAP)

or one residual/inception block (for ResNet/InceptionV3)

before the GAP Layer. For baselines, we use the publicly

released pre-trained models from the original papers. The

Intermediate Feature Maps

Conv

Entropy Pooling
Image 

Representation

FC

Class Label
Supervision

Weighting 

Entropy Weighting 
Coefficients

Softmax

Class Probability

Branched Entropy Weighting

CNN 
Backbone

Forward Pass
Weight Sharing

Figure 3. Architecture of the BEW layer which can be integrated

into various CNN architectures at different intermediate layers.

Epoch 2 Epoch 20 Epoch 60 Epoch 100

Figure 4. Illustration of the training progress for ResNet-50 inte-

grated with the EP and BEW on the ImageNet dataset. The entropy

weighting coefficients are visualized after being reshaped to image

sizes for a sample validation image at 2, 20, 60, 100 epochs, re-

spectively. The three rows from top to bottom correspond to two

BEW layers and the EP layer from shallow to deep.

GAP layers in the baseline models are replaced with EP lay-

ers to perform EP inference experiments.

Evaluation We perform the standard 10-crop test [10,

18] on the validation set and report the top-1 and top-5 er-

ror rates. The evaluation results for different backbone net-

works are presented in Table 1. The classification perfor-

mances of the original pre-trained models can be improved

by simply utilizing the EP during inference. This verifies

our intuition that EP is better than GAP by discriminat-

ing different local feature vectors. When the EP layer is

adopted in training, the performances are further enhanced

as expected. As we have pointed out, the EP layer guides

the model to extract more robust representation by focusing

on the semantically relevant regions and ignoring the noisy

patterns. Multi-level BEW consistently achieves the best

performances for all the four CNN architectures. Quite sig-

nificant top-5/top-1 error reductions of 3.29%/1.53% are

achieved for the VGG-16. The results demonstrate that our

proposal generalizes well with various CNN architectures.

We compare our methods with state-of-the-art pooling

and attention mechanisms in Table 2. For fair comparison,

we perform the one-crop testing. The results demonstrate

that the Branched Entropy Weighting and Entropy Pooling

can effectively boost the performance of large-scale classi-
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Configurations VGG-16 [30] VGG-GAP [37] ResNet-50 [10] InceptionV3 [31]

Baseline 28.07 / 9.33 31.66 / 11.28 22.85 / 6.70 20.20 / 5.13

EP inference (ours) N/A 30.74 / 10.85 22.73 / 6.62 20.16 / 5.10

EP (ours) N/A 30.37 / 10.62 22.64 / 6.52 20.07 / 5.06

Multi-level BEW + EP (ours) 24.78 / 7.80 30.04 / 10.32 22.45 / 6.31 19.92 / 4.97
Table 1. Top-5/Top-1 error rates (%, 10-crop testing) on the ImageNet validation set. The ’N/A’ indicates that we keep the original VGG-16

backbone intact without replacing its FC layers. The Baseline row refers to results reported from the original papers.

Method Top-1 Err. Top-5 Err.

Backbone: ResNet-50

He et al. CVPR’16 [10] 24.7 7.8

DFT-Pooling ECCV’18 [26] 24.1 7.3

FBN ICCV’17 [21] 24.0 7.1

SORT ICCV’17 [33] 23.82 6.72

MPN-COV ICCV’17 [20] 22.73 6.54

iSORT-COV CVPR’18 [19] 22.14 6.22

iSORT-COV+EP (ours) 21.97 6.02

Backbone: ResNet-152

He et al. CVPR’16 [10] 23.0 6.7

Residual Attention CVPR’17 [32] 21.76 5.9

SENet CVPR’18 [12] 21.57 5.73

Backbone+BEW+EP (ours) 21.41 5.60

SENet+BEW+EP (ours) 21.08 5.34

Table 2. Top-5/Top-1 error rates (%, one-crop testing) on the Im-

ageNet validation set, compared with state-of-the-arts of pooling

methods and attention mechanisms for large-scale classification.

fication and outperform other state-of-the-art methods using

novel pooling methods or attention mechanisms in CNNs.

Fig. 4 helps to better understand how our proposal pro-

motes the classification performances. The training and val-

idation losses at different depths converge coherently dur-

ing training. With the losses converging, the generated en-

tropy weighting coefficients are becoming more and more

promising and are gradually concentrating on the most im-

portant regions of the image. Both the quantitative and

qualitative experiments verify that out proposal can boost

the classification performances of different CNN models by

driving them towards suppressing noisy patterns and em-

phasizing semantically important image regions.

4.2. Places365 Classification

We further evaluate our approach on another large-scale

image classification benchmark, i.e. the Places365 dataset

[38]. Places365 contains images from 365 different scenes,

with over 1.8 million training images and 36,500 valida-

tion images. The input size is 224× 224 for the CNNs and

the data augmentation strategy is the same as [10]. Follow-

ing the practice in [38], we use the CNNs pre-trained on

ImageNet dataset for fine-tuning. The learning rate is ini-

tially set to 0.01 and divided by 10 every 30 epochs. We

train each model for 100 epochs with a batch size of 256

aqueduct

cemeteryviaduct

chalet

heliportlanding deck

Figure 5. Visualization of the generated entropy weighting coef-

ficients in the EP layer of ResNet-50 on Places365 validation set.

All the samples are correctly classified by top-1 prediction. The

first row shows two confusing classes. In the bottom right image,

a small instance of chalet is also located at the bottom left corner.

on four GPUs. We use SGD with a momentum of 0.9 and

the weight decay is set to 0.0001. We use the same network

architectures described in Section 4.1.

Evaluation We perform 10-crop testing on the valida-

tion set and report the top-5 and top-1 error rates (%) in

Table 3. It can be observed that the VGG-16+BEW model

outperforms the original VGG-16 model by a margin of

1.40%/1.45%. And the ResNet-50+BEW+EP model even

over performs the ResNet-152 network which is signifi-

cantly much deeper. Qualitatively, we also visualize the en-

tropy weight coefficients for sample scene images in Fig. 5,

which shows that the proposed method helps to locate the

most semantically correlated features for scene recognition.

Network Architectures Top-1 Top-5

AlexNet [38] 46.83 17.11

GoogLeNet [38] 46.37 16.12

ResNet-152 [38] 45.26 14.92

VGG-16 [38] 44.76 15.09

ResNeXt-101 [36] 43.79 13.75

ResNet-50 + BEW + EP (ours) 43.75 13.93

VGG-16 + BEW (ours) 43.36 13.64
Table 3. Top-5/Top-1 error rates (%, 10-crop testing) on the vali-

dation set of Places365.
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Methods top-1 top-5

Backprop on GoogLeNet [29] 61.31 50.55

VGGnet-GAP + CAM [37] 57.20 45.14

GoogLeNet-GAP + CAM [37] 56.40 43.00

ResNet-50 + CAM [37] 51.12 42.24

ResNet-50 + BEW + EP (ours) 50.15 41.85

Table 4. Weakly-supervised localization error rates (%) on the

ImageNet validation set

4.3. Weakly­supervised Object Localization

As we can see, the entropy weighting coefficients gen-

erated by the EP layer outlines object locations quite ac-

curately. Therefore, they can be utilized for the ImageNet

weakly-supervised object localization task, in which only

image-level labels are used for training. We employ the

ResNet50+BEW+EP model trained on ImageNet in Section

4.1. Considering that the object localization task is class-

dependent while the entropy weighting coefficients are not,

we further define the class-specific entropy weighting coef-

ficients in Eq. 5, in which c stands for the index of a spe-

cific class. λi can be interpreted as the objectiveness prior

for feature location i. As such, λc
i can be regarded as the

likelihood that location i belongs to object class c. We only

consider the top 5 classes by summing up their λc’s to get

λtop5. Because the possibility that objects outside of top 5

classes exist in the image is extremely low. Then we search

the smallest rectangle which covers 98% of the total like-

lihood in λtop5 using the method proposed in [4] and use

it as the predicted localization bounding box for the target

classes.

λc
i = λip̂i(c), i ∈ [1, hw] (5)

The generated λ and λtop5 for sample validation images

are visualized in Fig. 6. It can be observed that λtop5 con-

tains less noises than λ so that the object locations are more

effectively captured. Numerical results for object localiza-

tion are presented in Table 4. For fair comparison, we also

apply the CAM method [37] to the ResNet-50 architecture

which was not used in the original paper. Our method gen-

erally outperforms CAM, indicating that object regions are

more accurately highlighted.

4.4. Weakly­supervised Semantic Segmentation

The proposed Entropy Pooling can guide the CNNs to

extract semantic information by concentrating on most re-

lated object regions. It is combined with the Deep Seeded

Region Growing (DSRG) method [13] which takes the lo-

calization maps for different classes as seeds for supervi-

sion and train the semantic segmentation networks while si-

multaneously growing the seeds. The seeds for foreground

categories are originally derived by using the class activa-

tion maps (CAM) [37] on a fully convolutional variant of

VGG-16 [30] networks which is trained with image-level

𝜆 𝜆𝑡𝑜𝑝5
Figure 6. Weakly-supervised object localization with the predicted

bounding boxes (green) and ground truth (red) presented. The sec-

ond and third row visualize the original (λ) and the class-specific

(λtop5) entropy weighting coefficients respectively. In the top left

image, the ground truth object is the car which is substantially oc-

cluded by a pile of people. Parts of the car that are not occluded

are successfully highlighted in the corresponding λ
top5 heatmap.

multi-label supervision. We employ the EP at the last con-

volutional feature maps to facilitate semantics-aware fea-

ture pooling and effective localization for class-specific fea-

ture regions. More accurate and denser initial seeds can be

generated because of this improvement, which can be ob-

served in Figure 7. Then the seeds are fed into the DSRG

method for seed growing and networks training.

Dataset We evaluate the proposed approach on the PAS-

CAL VOC 2012 segmentation benchmark dataset [8] which

contains 20 object classes and a background class. Follow-

ing common practice [5, 13], the training set is augmented

to 10, 582 images. Only image-level class labels are used

for all the experiments. We evaluate on both the validation

and test set, which contains 1,449 and 1,456 images, re-

spectively. The test set result is obtained by submitting the

predictions to the official PASCAL VOC evaluation server.

Train/Test Settings The VGG-16 [30] networks pre-

trained on ImageNet [18] are used to initialize the multi-

label classification networks and DeepLab-ASPP [5] se-

mantic segmentation networks. We use SGD for training the

classification and segmentation networks with momentum

of 0.9 and weight decay of 0.0005. The batch size is 20 and

the dropout ratio is 0.5. The learning rate starts from 0.001

and shrinks by a factor of 10 every 2000 iterations. Follow-

ing DSRG [13], we use the saliency detection method [15]

to locate the background pixels. Pixels belonging to top

30% of the largest class activation values in the heatmaps

are considered as foreground object regions. And pixels

whose normalized saliency values are smaller than 0.06 are

considered as background. We use the public Caffe [14] im-

plementation of DeepLab [5] and the networks are trained

on a single NVIDIA GeForce GTX TITAN X GPU.
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Method Training Val. Test

Supervision: Box

WSSL ICCV’15 [25] 10K 60.6 62.2

BoxSup ICCV’15 [7] 10K 62.0 64.2

GuidedSeg CVPR’17 [24] 20k 55.7 56.7

Supervision: Spot

1 Point ECCV’16 [2] 10K 46.1 -

Scribblesup CVPR’16 [22] 10K 51.6 -

Supervision: Image-level Labels

SEC ECCV’16 [17] 10K 50.7 51.7

STC TPAMI’17 [34] 50K 49.8 51.2

TPL ICCV’17 [16] 10K 53.1 53.8

DCSP BMVC’17 [3] 10K 58.6 59.2

Hong et al. CVPR’17 [11] 970K 58.1 58.7

AffinityNet CVPR’18 [1] 10K 58.4 60.5

DSRG CVPR’18 [13] 10K 59.0 60.4

MDC CVPR’18 [35] 10K 60.4 60.8

DSRG+EP (Ours) 10K 61.5 62.71

Table 5. Comparison of mIoU (%) for weakly supervised semantic

segmentation methods on VOC 2012 validation and test sets.

Image Ground Truth Seed (ours)Seed (DSRG)

Figure 7. The seed generated by the plain networks used by

DSRG [13] and networks with EP (ours). The category of the

white pixels is either unknown or facing conflicts from the fore-

ground heatmap and the background saliency result.

Comparisons with state-of-the-arts The results for

weakly-supervised semantic segmentation solutions on

PASCAL VOC validation and test sets are summarized

in Table 5. It can be observed that our method outper-

forms previous state-of-the-art methods by a notable mar-

gin. Compared with the base networks DSRG, our method

achieves a large improvement of 2.5% and 2.3% on the val-

idation and test set. And we do not use extra training sam-

ples as the AffinityNet [1] and STC [34] do. Moreover, the

EP does not introduce extra parameters for training, which

is easy to implement and efficient in computation.

Qualitative Evaluation To demonstrate how the EP im-

proves the performance when combined with DSRG, we vi-

1 http://host.robots.ox.ac.uk:8080/anonymous/GRNBRX.html

Image Ground Truth Prediction
Figure 8. The segmentation results on the PASCAL VOC 2012 val

set. The bottom row shows a failure case, which is caused by two

factors. Firstly, hands are seldom highlighted for class ’person’ in

the seed generating step. Secondly, it’s hard to grow the ’person’

label into these hands because they are far from the upper body.

sualize the seeds generated by the networks with and with-

out the EP in Figure 7. Our model is effective in local-

izing the class-specific regions and produces high-quality

seeds which maintain more shape information of the ob-

jects. While the networks without EP tend to capture only

the most discriminative small discrete regions, which may

be insufficient for training semantic segmentation networks.

And we visualize some examples of the produced segmen-

tation results of our model in Figure 8. It demonstrates that

our method can produce satisfactory segmentation masks

although only image-level labels are utilized for training.

5. Conclusions

We propose a feature weighting mechanism based on in-

formation entropy to enable semantics-ware feature pool-

ing in CNNs. Implemented as Entropy Pooing (EP) or the

Branched Entropy Weighting (BEW) layer, our proposal en-

hances classification performances of different CNN mod-

els by guiding them to extract semantic information from

more informative image regions without changing the back-

bone structures. Moreover, the networks with EP can gener-

ate high-quality seeds for weakly-supervised semantic seg-

mentation and the Entropy Weighting Coefficients can be

effectively employed for weakly-supervised localization.

Extensive experiments on various datasets and CNN archi-

tectures verify the effectiveness of the proposed method.
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