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Figure 1: Comparison of clustering results using varied loss functions on the MNIST dataset. (a) and (b) use Siamese losses,

(c) and (d) use triplet losses. (a) and (c) use linear losses, and the average standard deviations (STD) of intra-class distances

are 0.71 and 0.81, respectively. (b) and (d) use our proposed exponential losses, and the average STDs of intra-class distances

are 0.57 and 0.65. Clearly, the networks with exponential losses result in a smaller intra-class distance which alleviates the

difficulty of classification, especially with hard samples.

Abstract

Recent studies on image patch matching are paying more

attention on hard sample learning, because easy samples do

not contribute much to the network optimization. They have

proposed various hard negative sample mining strategies,

but very few addressed this problem from the perspective of

loss functions. Our research shows that the conventional

Siamese and triplet losses treat all samples linearly, thus

make the training time consuming. Instead, we propose the

exponential Siamese and triplet losses, which can naturally

focus more on hard samples and put less emphasis on easy

ones, meanwhile, speed up the optimization. To assist the

exponential losses, we introduce the hard positive sample

mining to further enhance the effectiveness. The extensive

experiments demonstrate our proposal improves both met-

ric and descriptor learning on several well accepted bench-

marks, and outperforms the state-of-the-arts on the UBC

dataset. Moreover, it also shows a better generalizability on

cross-spectral image matching and image retrieval tasks.

1. Introduction

Patch-based matching technology has been widely ap-

plied in structure from motion [41], stereo matching [10]

and image retrieval [31]. Early methods, such as SIFT

[23] and SURF [6], mainly focus on the design of hand-

crafted feature descriptors. However, they lack an ability of

capturing the higher-level structural information, and only

work well in some specific scenarios. Recently, the deep-

learning based methods [2, 3, 13, 19, 24] have been showing

a promising performance on this task, especially on effec-

tiveness and generalizability [13, 21, 36]. According to the

objective functions, these methods can be divided into two

categories: metric learning and descriptor learning. The

former gives the pairwise matching probabilities directly

[13, 21, 39], while the latter outputs the features of im-

age patches, whose similarities are measured in the feature

space [19, 27, 36, 40].

Both methods mostly use Siamese or triplet losses to op-

timize the network. However, they cannot deal with the

problem of data redundancy because the training data are

patch pairs/triplets. When the number of patches grows,

the possible non-matching patch pairs/triplets are exponen-

tially increasing. In addition, the majority of training data

are the easy negative samples. Usually, they contribute lit-

tle to network optimization after a few training epochs, then

make the training time consuming. To address this prob-

lem, Zhang et al. [40] proposed a regularization term to

fully utilize the descriptor space. Tian et al. [36] introduced

a progressive sampling strategy to generate samples more

effectively. Later, a hardest-in-batch strategy proposed in
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[19, 27] was used to mine hard negative samples. The

emerging studies [5, 35] have confirmed the improvement

of the accuracy and efficiency while the hard sample min-

ing was applied.

However, the above methods still have two weaknesses:

(1) the loss functions are linear with respect to the feature

distance (Euclidean distance), thus the network treats all

training samples linearly. This makes the network penal-

izes less the hard examples in one iteration, and results in

a time-consuming training. (2) There is no consideration

of hard positive samples, which causes the positive training

data to become redundant as well. To tackle these prob-

lems, we propose the exponential Siamese and triplet losses,

which can naturally put more attention on hard samples than

easy ones during training. Compared with the linear losses,

the exponential losses achieve better clustering results as

shown in Fig. 1, larger inter-class distances and smaller

intra-class distances. In other words, clusters become more

compact, particularly for hard samples (points far from the

center of the cluster). To assist the exponential losses, we

apply both positive and negative mining to select hard sam-

ples for training. Moreover, we design a shared feature net-

work based on the work [39] as the basic network for both

metric and descriptor learning, which demonstrates a better

generalizability when our exponential losses are applied.

Our contribution is threefold: (1) we propose the ex-

ponential Siamese and triplet loss functions for descriptor

learning and metric learning. Compared with linear func-

tions, they enable networks to focus more on hard sam-

ples; (2) we introduce the hard positive sample mining, that

makes the learning converge faster; (3) we design a shared

feature network for both metric and descriptor learning. Ex-

tensive experiments on benchmarks demonstrate that our

proposal achieves the state-of-the-art performance on patch

matching problem, and outperforms other methods on im-

age retrieval task.

2. Related Work

For image patch matching problem, deep learning-based

methods can be grouped into two major categories: metric

learning and descriptor learning. We briefly review these

methods in below.

2.1. Metric Learning

MatchNet [13] designed a two-tower Siamese network

for feature extraction following a three fully-connected lay-

ers that measures the similarity of feature pairs. Con-

sidering the tradeoff between efficiency and accuracy,

Zagoruyko et al. [39] explored several different network

structures, including a 2-channel network (2-ch) and a

central-surround (CS) architecture. The 2-ch regards two

patches as a 2-channel image, while CS learns multi-

resolution information during training. Both reported con-

siderable performance improvements. Kumar et al. [21]

proposed a global loss to alleviate the over-fitting problem,

which minimizes and maximizes the means of the similar-

ities between non-matching pairs and matching pairs, re-

spectively. In addition, it can minimize the variance of two

distributions.

To the best of our knowledge, there was no hard sam-

ple mining strategy applied in metric learning. Instead, we

introduce a hard negative mining to speed up training.

2.2. Descriptor learning

Unlike metric learning, descriptor learning learns the

feature descriptors and directly measures the pairwise dis-

tance in feature space. Recently, many works applied

Siamese network [21, 25] and triplet network [3, 16, 21]

structures to learn descriptors. Specifically, Simo et al. [35]

utilized a Siamese network with contrastive loss to learn

discriminative descriptors. Balntas et al. [3] designed a

new powerful loss function termed softPN which combined

a softmax ratio loss [16] with soft negative mining strat-

egy. Zhang et al. [40] proposed a regularization term to

improve the expressive power of the feature space, which

could be cooperated with any loss function such as Siamese

and triplet losses. L2Net [36] proposed a progressive sam-

pling strategy to enable the network to access a large num-

ber of samples within a few epochs, and reported a remark-

able performance on UBC benchmark [8]. Later, Scale

aware [19] and HardNet [27] utilized a more efficient batch-

based sampling strategy to mine the hard negative samples.

What’s more, Scale aware combined the Siamese and triplet

losses to learn consistently scaled descriptors. But, too

many hyper-parameters lead to a complex training process.

To improve the performance, one effective solution in

most descriptor learning methods is introducing or involv-

ing a hard negative sample mining strategy. However, very

few works address this issue from perspective of loss func-

tion or think about the hard positive samples. We propose

new solutions that are detailed in below.

3. Methodology

We firstly give the idea and analysis of the proposed ex-

ponential loss functions, and then introduce the methodol-

ogy of hard positive and negative sample mining. Last, the

details of the shared feature network are given.

3.1. Exponential loss functions

Since the exponential loss functions are based on

Siamese and triplet losses, we firstly review them briefly.

Siamese losses are normally designed for image patch pairs.

The most popular variant of Siamese loss is Contrastive loss

[11, 12, 26]. For simplicity, we first formulate a general
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Figure 2: The plot of exponential (blue curves) and linear (green lines) losses against the pairwise feature distance or pairwise

matching probability. The top and bottom rows denote positive and negative samples, respectively. (a) and (b) are for

descriptor learning, and the horizontal axis is the pairwise distance. (c) and (d) are for metric learning, and the horizontal

axis is the matching probability. The vertical axis is the loss. Se and Sh represent the ranges of easy and hard samples,

respectively.

Siamese loss [19, 35] as:

LSiamese = Dap + [α−Dmn]+, (1)

where (a, p) denotes a matching patch pair (positive sam-

ple), (m,n) denotes a non-matching patch pair (nega-

tive sample). Dap = ‖f(a)− f(p)‖2 and Dmn =
‖f(m)− f(n)‖2 are Euclidean distances between feature

descriptors of two patches. f represents a differentiable

deep network that maps image patches to normalized fea-

ture descriptors. [z]+ = max(z, 0). Siamese loss is de-

signed to keep positive pairs as close as possible, while

separate negative pairs far than a margin distance α. One

can see that it only considers the absolute distance of patch

pairs. Figure 2 (a) (green lines) depicts the relationship

between pairwise distance and loss. The top and bottom

rows represent the positive and negative samples, respec-

tively. For a positive sample, the contributed loss for net-

work training is linearly increasing with the increase of the

feature distance between two patches. The pairs with larger

distances are hard positive samples, those with smaller dis-

tances are easy samples. Analogously, the loss of a negative

sample is linearly decreasing with the increase of the dis-

tance between two patches. Please note that the pairs with

smaller distances are hard negative samples.

Triplet losses are designed for patch triplets. Given a patch

triplet {a, p, n}, the patch pair (a, p) denotes a positive pair,

and (a, n) is a negative pair. Specifically, a triplet margin

loss [5] is defined as:

Ltriplet = [Dap −Dan + α]+. (2)

Triplet losses require that the negative distance must be

larger than the positive distance a margin α. Therefore,

they consider the relative relationship between positive and

negative pairs, and usually offer a faster convergence than

Siamese losses. Similar to Siamese losses, Fig. 2 (b) (green

lines) shows that the conventional triplet losses are also a

linear function.

Exponential losses. Recently, most works [15, 19, 29, 34,

35, 37, 38] use l2 Euclidean distance as the function D. Sev-

eral studies [11, 18, 26, 33] instead apply l22 squared Eu-

clidean distance; however, the research [15, 37] concludes

that l22 loss makes the model more prone to collapsing and

using the l2 loss is more stable. Our investigation shows

that a few extremely hard samples could lead to the train-

ing stagnation which only occurs in early stages. For the

other samples, their gradients are still in a reasonable range,

and make the training procedure gradually stable. There-

fore, we only apply l2 loss during the first training epoch,

and then replace it by l22 loss in subsequent training. Re-

sults of the test show that l22 loss offers a faster convergence

and a better performance. Compared with l2 loss, l22 loss is

non-linear with respect to the pairwise feature distance. We

believe that this is the essence of the performance gain, and

then discuss the general form of Siamese and triplet loss in

descriptor learning:

LSiamese(dist) = Dβ
ap + [α−Dγ

mn]+,

Ltriplet(dist) = [Dβ
ap −Dγ

an + α]+,
(3)

where β > 0 and γ > 0 are exponential orders that control

the change rate of the loss functions. When β = γ = 1,
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they are the conventional Siamese loss (Eq.1) and triplet

loss (Eq.2). When β 6= 1 and γ 6= 1, we then name them

as exponential losses. The blue curves in Fig. 2 (a) and (b)

show the relations between loss and pairwise feature dis-

tance. For the positive samples with a small feature distance

(easy positive samples), we expect to maintain a smaller

loss which has less attention during training. The top fig-

ure in Fig. 2 (a) illustrates that the exponential Siamese

loss holds a smaller value when the distance is small (left

side). When the distance increases, the positive samples be-

come harder to distinguish. The network is expected to pay

more attention on hard samples. Thanks to the property of

exponential function, the exponential Siamese loss grows

rapidly with the distance increasing (right side), where Se

and Sh represent the ranges of easy and hard samples, re-

spectively. For the negative samples with a larger feature

distance (easy negative samples), the exponential Siamese

loss has a smaller loss, as shown right side in the bottom

Fig. 2 (a). Please note that loss becomes 0 when the feature

distance of a easy negative sample is bigger than a certain

margin. As the distance decreases, the negative samples be-

come harder to be distinguished. The exponential Siamese

loss increases quickly and keeps larger loss values for those

hard samples, which enforces the network to learning more

from these data.

The exponential triplet loss functions similarly as the ex-

ponential Siamese loss, as shown in Fig. 2 (b). The only dif-

ference is that no penalty is given to easy positive samples

until the distance is greater than a margin. The experiment

demonstrates the best parameter setting is β = 2 and γ = 2.

Instead, conventional losses vary linearly with the pairwise

distance, thus cannot effectively let network put less focus

on easy samples and more on hard ones, which leads to a

slow convergence.

This idea can be easily transferred to metric learning

whose outputs are the positive-pair matching probability

Pap and negative-pair matching probabilities Pmn, Pan.

Therefore, the general form of Siamese and triplet loss can

be rewritten as:

LSiamese(prob) = P β
mn + [α− P γ

ap]+,

Ltriplet(prob) = [P β
an − P γ

ap + α]+.
(4)

Figure 2 (c) and (d) depict the relations between pairwise

matching probability and loss. In right side of top figures,

the easy positive samples have higher matching probabili-

ties, then, the exponential losses give less penalty for them.

As the probability decreases, the losses increase slowly,

which effectively weaken the impact of easy positive sam-

ples. When the probability decreases further (the left side

of figures), positive samples become hard ones and the ex-

ponential losses quickly increase. Analogously, the easy

negative samples keep minor penalties due to small match-

ing probabilities, as shown in the left side of bottom figures.

Note that triplet loss remains 0 until the matching probabil-

ity is greater than a margin. With the probability increasing,

the loss exponentially grows which enforces network to fo-

cus more on hard samples. From Fig. 2 (c) and (d), one

can see the exponential loss values are less than the linear

loss values. Actually, it does not affect the results because

a hard sample contributes much more loss than an easy one

when exponential loss is applied. Although the hard sam-

ples are the minority in training data, their accumulative loss

becomes much stronger compared with the linear loss. The

experiments shows the best parameter setting is β = 2 and

γ = 0.3 for metric learning.

For simplicity, we name the linear Siamese and triplet

losses as Linear-SLoss and Linear-TLoss, the exponential

Siamese and triplet losses as Exp-SLoss and Exp-TLoss.

Toy Problem. To demonstrate the effectiveness of expo-

nential losses, we train a simple network on the MNIST [22]

dataset for a clustering task. Like the BN-net in [19], Batch

Normalization (BN) [17] and ReLU [28] are added behind

each convolutional layers, except for the last one. The input

is a 28×28 grayscale patch. The output feature descriptor

is processed by dimension reduction and visualized on a 2D

plane. We train the network using exponential loss and lin-

ear loss with Adam optimizer [20]. The initial learning rate

is 0.001. The margins of exponential and linear loss func-

tions are set to 2. Figure 1 shows the clustering results.

We can see that exponential losses result in smaller intra-

class distances and larger inter-class distances compared

with linear losses, which benefit from the stronger penalty

on hard samples (points far from the center of the class).

Moreover, we can observe that the clusters using Siamese

losses are more compact than those using triplet losses. It

is consistent with the definition of loss functions. Siamese

losses encourage positive samples to be as close as possible,

while triplet losses just try to force positive samples closer

to all negative ones.

3.2. Hard positive and negative sample mining

The use of exponential loss only may not guarantee the

best performance. Since the proportion of easy samples

usually is rather big in training data, network has less op-

portunity to learn from hard samples. This is the reason

emerging studies introduced many data sampling and min-

ing strategies [3, 5, 19, 24, 27, 37]. Unlike these methods

mainly focusing on the hard negative samples, we notice

that there also exist hard positive samples that can help the

network training. Therefore, we optimize the network using

our exponential losses, and do both hard positive and nega-

tive samples mining for descriptor learning. Inspired by the

hardest in batch strategy for negative samples in HardNet

[27], we select n positive pairs for each minibatch, and then

generate n(n − 1) negative pairs by cross-pairing. These

pairs are fed into a Siamese network. The network outputs
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Figure 3: The architecture of our shared feature network.

pairwise feature descriptors. Then, a pairwise distance ma-

trix is calculated to select the hard negative pairs for each

positive pairs (more details can be found in [27]). In addi-

tion, inspired by Simo et al. [35], we propose a hard positive

sample mining. After the forward-propagation of all n pos-

itive samples, only the first k pairs with larger distances are

selected as hard positive samples for back-propagation. The

remaining easy positive samples are not back-propagated

through the network.

We adopt a triplet network [3, 21] for metric learning.

The input triplets are composed of two negative pairs and

one positive pair. Similar as the in-triplet negative mining

strategy introduced by Balntas et al. [3], we replace the fea-

ture distance by the matching probability. Thus the hard

negative mining for metric learning in this work is selecting

the sample that has a larger negative matching probability.

3.3. Shared feature network

To demonstrate the effectiveness of our exponential loss

functions, we require a general network for both descriptor

learning and metric learning. Unfortunately, due to the spe-

cific objectives, no such network currently exists. There-

fore, we design a feature network based on the SPP net-

work [39], which can be shared by both descriptor learn-

ing and metric learning. Figure 3 shows its architecture

which contains four convolutional blocks. Each block has

a structure: Conv-BN-ReLU-Conv-BN-ReLU. The second

and third blocks contain a dilated convolution. A SPP oper-

ator [14] is added on the top of convolutional blocks, which

has a 4-level pyramid pooling (8× 8, 4× 4, 2× 2, 1× 1).

For descriptor learning, we construct a Siamese network

[21, 25] that has two branches. They have the same structure

and consist of the shared feature network following a fully

connected layer for generating feature descriptors. When

the positive samples are fed into the network, the hard sam-

ples are mined according to the procedure described in Sec-

tion 3.2.

For metric learning, we construct a triplet network that

has three same branches. Each branch also has the shared

feature network but following two fully connected layers.

The last layer outputs the matching probability. Similar to

the 2-ch method [1, 39], each input pair is transformed as a

2-channel image format. The three branches take two neg-

ative and one positive pairs as input respectively, and gen-

erate three matching probabilities. Then, the hard negative

sample mining is applied. More details of network struc-

tures are given in supplementary material.

4. Experiments

To demonstrate the superiority of our proposal, we com-

pare it with the state-of-the-arts [19, 21, 27, 36, 39, 40]

on three benchmarks: UBC dataset [8], RGB-NIR scene

dataset [9] and Hpatches [4]. The first two datasets are

mainly used to evaluate patch matching performance, which

is measured by the false positive rate at 95% recall (FPR95).

The smaller FPR95 is, the better performance the method

achieves. Hpatches is designed specifically to evaluate the

robustness of descriptors. The test is evaluated by the mean

average precision (mAP). The larger mAP is better.

4.1. Datasets

UBC Benchmark is also known as Brown datasets,

which contains three subsets: Liberty, Notredame and

Yosemite, and the number of unique patches is 450k for Lib-

erty, 468k for Notredame and 634k for Yosemite. Patches

in the dataset are extracted by using Difference of Gaussian

(DOG) or Harris detector. Patches only corresponding to

the same 3D Point are considered as matched. Following

[19, 27, 36], we train on each of the three sets, and then re-

port the FPR95 on the other two subsets, and the mean and

standard deviation (STD) of all subsets.

RGB-NIR Benchmark is a cross-spectral image match-

ing benchmark. It consists of 477 images captured in RGB

and Near-infrared (NIR). All image patches are extracted by

SIFT [23] in the RGB images. Half are matching pairs and

the other half are non-matching ones. Following [1, 32],

we train on the country subset, and report the FPR95 on the

other 8 subsets: field, forest, indoor, mountain, oldbuilding,

street, urban and water.

Hpatches Benchmark is a larger and more comprehen-

sive dataset which is proposed recently. It consists of 116

sequences, of which 57 sequences are mainly affected by

illumination and 59 sequences are mainly affected by ge-

ometric deformation. Each sequence includes a reference

image and five target images. Additional geometric noise

is introduced when extracting key points by DoG, Hessian-

Hessian and Harris-Laplace. According to the size of noise,

the samples are divided into three levels: EASY, HARD and

TOUGH. The benchmark defines three tasks: patch verifi-

cation, image matching, and patch retrieval. We use mAP

to measure the performance for all three tasks.

4.2. Training settings

The input in the experiments is 64*64 gray image

patches. For descriptor learning, networks are trained by

the SGD optimizer [7] with an initial learning rate of 0.1,
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β
γ 0.1 0.3 0.5 1.0

1.0 1.05 0.90 1.16 1.40

2.0 1.14 0.75 1.12 0.95

3.0 1.01 0.78 0.79 0.81

4.0 1.55 0.91 0.78 0.79

β
γ 0.5 1.0 2.0 3.0

0.5 1.97 1.09 2.24 6.23

1.0 2.22 1.37 1.12 2.00

2.0 1.15 2.23 1.03 1.11

3.0 1.11 1.99 1.22 1.07

bs
mr 0:1 1:8 1:4 1:2 1:1

64 1.13 1.07 1.11 1.23 1.27

128 1.09 1.12 1.07 1.03 1.13

256 1.11 1.14 1.10 1.09 1.35

512 1.25 1.22 1.29 1.34 1.49

(a) Exp-TLoss (prob) with varied β and γ. (b) Exp-TLoss (dist) with varied β and γ. (c) FPR95 under varied bs and mr.

Table 1: Ablation study on varied exponential orders, β and γ, batch size, and mining ratio. (a) FPR95 achieved by Exp-

TLoss with varied β and γ in metric learning; (b) FPR95 achieved by Exp-TLoss with varied β and γ in descriptor learning;

(c) FPR95 achieved by varied batch size (bs) and mining ratio (mr) in descriptor learning.
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Figure 4: The training efficency of linear and exponential

losses in metric (left) and descriptors (right) learning.

momentum of 0.9 and weight decay of 1e-5. We set the

margin α = 2, train our networks 20 epochs totally. The

learning rate is halved by every 5 epochs. For metric learn-

ing, we set the margin α = 1 , and use Adam optimizer [20]

with an initial learning rate of 2e-4. For a fair comparison,

only immediate flip and horizontal rotation are applied for

data augmentation. The training is done from scratch based

on Pytorch [30] and NVIDIA GeForce RTX 2080 Ti.

4.3. Ablation study

The exponential order selection. As exponential orders β

and γ control the change rate of loss with respect to the pair-

wise matching probability or the feature distance, we first

exam how they affect the performance of network. We vary

β and γ and train networks on the Liberty subset from UBC

datasets [8]. The average FPR95 of the other two subsets

are computed and shown in Table 1 (a) and (b). One can see

that the metric learning network reaches the lowest FPR95

= 0.75 when β = 2 and γ = 0.3, the descriptor learn-

ing network achieves the best result when β = 2 and γ = 2.

Then, we apply these settings to exam the training efficiency

while varied loss functions are applied. Figure 4 shows the

FPR95 against training epochs. Clearly, exponential losses

converge faster than linear losses, and triplet losses perform

slightly better than Siamese losses. Therefore, we apply the

exponential triplet loss function, Exp-TLoss, with the best

parameter settings for subsequent experiments.

Methods Fature dim Mean

Linear-TLoss (prob) + 128 1.56

Exp-TLoss (prob) + 128 0.98

Linear-TLoss (dist) + 128 1.25

Exp-TLoss (dist) + 128 1.00

Table 3: FPR95 of HardNet [27] using exponential loss

functions. + indicates data augmentation.

The effectiveness of hard positive sample mining. Since

the top k hard samples are selected from n positive samples

in a batch, we test how k and batch size affect the perfor-

mance of network. The mining ratio is defined as (n− k) :
k. The results using varied batch sizes 64,128,256,512 and

mining ratios 0:1,1:8,1:4,1:2,1:1 are listed in Table 1 (c).

One can see the training with a batch size of 128 reaches

lower FPR95 values on average, meanwhile, the mining ra-

tio, 1:2, yields the best result.

The generalizability of exponential losses. We would like

to test how our exponential loss functions affect other net-

works, and then apply them into HardNet [27], which re-

ported a better performance than other methods. For a fair

comparison, we only replace the loss function and keep

other settings unchanged. Table 3 shows that exponential

losses reduce FPR95 by 37% and 20% for metric and de-

scriptor learning, respectively. Moreover, we observed that

HardNet in descriptor learning only needs half of training

time to reach the best performance.

4.4. UBC Benchmark Dataset

We first compare our proposal with eight state-of-the-

arts on the most widely used UBC datasets, and list the

FPR95 of all subsets, mean and STD in Table 2. For metric

learning, the performance varies significantly on different

subsets. Compared with SNet [21], our proposal reduces

the FPR95 by 88% and 78% when trained on Liberty. Be-

cause the patches in Liberty are mainly affected by rotation

and perspective change, exponential loss forces the network

to learn more from these hard samples for a better accu-

racy. When trained on Notredame, our proposal is inferior

to SNet. We think there are two reasons: (1) Notredame
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Method
Feature NOT YOS LIB YOS LIB NOT

Mean STD

Dim LIB NOT YOS

Metric Learning

SIFT[23] 128 29.84 22.5 27.29 26.55 3.04

MatchNet[13] 4096 6.90 10.77 3.87 5.67 10.88 8.39 7.74 2.56

SNet-GLoss+[21] 256 6.39 8.43 1.84 2.83 6.61 5.57 5.27 2.27

DeepCompare 2ch-deep+[39] 256 4.55 7.40 2.01 2.52 4.75 4.38 4.27 1.75

DeepCompare 2ch-2stream+[39] 256 4.85 7.20 1.90 2.11 5.00 4.10 4.19 1.81

CS SNet-GLoss+[21] 384 3.69 4.91 0.77 1.14 3.09 2.67 2.71 1.42

Exp-TLoss (prob)+ 128 0.44 1.07 1.63 1.85 3.78 2.27 1.84 1.04

Descriptor Learning

TL+AS+GOR[40] 128 1.95 5.40 4.80 5.15 6.45 2.38 4.36 1.63

L2-Net[36] 128 3.64 5.29 1.15 1.62 4.43 3.30 3.23 1.46

CS L2-Net[36] 256 2.55 4.24 0.87 1.39 3.81 2.84 2.61 1.20

L2-Net+[36] 128 2.36 4.70 0.72 1.29 2.57 1.71 2.22 1.27

CS L2-Net+[36] 256 1.71 3.87 0.56 1.09 2.07 1.30 1.76 1.05

Scale aware[19] 128 0.68 2.51 1.79 1.64 2.96 1.02 1.64 0.79

HardNet+[27] 128 0.53 1.96 1.49 1.84 2.51 0.78 1.51 0.69

Exp-TLoss (dist) 128 0.47 1.32 1.16 1.10 2.01 0.67 1.12 0.49

Table 2: PFR95 comparisons among our proposal and state-of-the-arts on UBC Benchmark. + indicates data augmentation.

LIB: Liberty, NOT: Notredame, YOS: Yosemite.

suffers more geometric deformation and results in some ex-

tremely hard samples, which affect the generalizability of

our proposal; (2) SNet uses a central-surround (CS) net-

work [39] that learns multi-scale information and is robust

to geometric deformation. Although CS improves the per-

formance, the complexity of network and training cost rise

significantly. To maintain efficiency, we do not adopt CS in

our proposal and still outperforms other competing meth-

ods. Although our network architecture is comparable to

DeepCompare, we achieve a significant improvement.

For descriptor learning, we have similar results. Our pro-

posal is slightly inferior to CS L2-Net [36] when trained on

Notredame, because it involves the CS structure. Compared

with the best descriptor learning method HardNet [27], our

proposal achieves the lower FPR95 values on all subsets

without using any data augmentation. Moreover, the lower

mean and STD of FPR95 indicate that our method is more

robust on different data.

To illustrate the effectiveness and efficiency, we also plot

FPR95 against training cost in Fig. 5. It shows that our

proposal outperforms others on performance and efficiency.

4.5. RGB­NIR scene dataset

To demonstrate the generalizability of our proposal, we

conduct an experiment on this cross-spectral image patch

matching benchmark. Due to the different imaging mech-

anisms, there exist a significant appearance difference be-

tween image pairs. We compare our proposal with the state-

of-the-arts that can work on cross-spectral data, and show

20 22 24
Training time (h)

20

21

22

FP
R
95

  Exp-TLoss (dist)

  HardNet+

  L2Net+

  Scale aware

  TL+AS+GOR DeepCompare 
2ch-2stream+ 

  CS SNet-GLoss+ 

  Exp-TLoss (prob)+

Figure 5: FPR95 against training cost of all competing de-

scriptor and metric learning methods. Ours are in bold.

the results in Table 4. For metric learning, our proposal

has the lowest mean of FPR95. However, the performance

on field is inferior to SCFDM [32], which leads to a larger

STD over all subsets. We find that Filed is the most chal-

lenging subset, and SCFDM was designed particularly for

cross-spectral data. For descriptor learning, our proposal

performs better than HardNet [27] by reducing the mean

and STD of FPR95 by 26% and 55%, respectively. Espe-

cially, the FPR95 values on two most challenging subsets:

field and mountain are reduced by 50%.

4.6. Hpatches benchmark

We compare our proposal in descriptor learning with

TFeat-M∗ [5], L2Net [36] and HardNet [27] on a more chal-
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Methods Field Forest Indoor Mountain Oldbuilding Street Urban Water Mean STD

Metric Learning

pseudo-siamese+[1] 17.01 9.82 11.17 11.86 6.75 8.25 5.65 12.04 10.31 3.35

Siamese+[1] 15.79 10.76 11.60 11.15 5.27 7.51 4.60 10.21 9.61 3.44

2-channel+[1] 9.96 0.12 4.40 8.89 2.30 2.18 1.58 6.40 4.47 3.37

SCFDM+[32] 7.91 0.87 3.93 5.07 2.27 2.22 0.85 4.75 3.48 2.26

Exp-TLoss (prob)+ 10.15 0.55 1.05 1.44 1.38 1.34 1.29 1.84 2.42 2.96

Descriptor Learning

PN-Net[3] 24.56 3.91 6.56 15.99 6.84 9.51 4.41 15.62 10.92 6.74

PN-Net+[3] 20.09 3.27 6.36 11.53 5.19 5.62 3.31 10.72 8.26 5.32

Q-Net[2] 20.80 3.12 6.11 12.32 5.42 6.57 3.30 11.24 8.61 5.57

Q-Net+[2] 17.01 2.70 6.16 9.61 4.61 3.99 2.83 8.44 6.86 4.48

L2-Net+[36] 16.77 0.76 2.07 5.98 1.89 2.83 0.62 11.11 5.25 5.44

HardNet+[27] 10.89 0.22 1.87 3.09 1.32 1.30 1.19 2.54 2.80 3.17

Exp-TLoss (dist)+ 5.55 0.24 2.30 1.51 1.45 2.15 1.44 1.95 2.07 1.44

Table 4: FPR95 comparisons among our proposal and state-of-the-arts on RGB-NIR scene dataset.
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Figure 6: Performance comparisons in verification, matching and retrieval tasks on HPatches dataset. Color of the marker

indicates noise level: easy (green), hard (blue), tough (red). DIFFSEQ (∗) and SAMESEQ (�) indicate the source of negative

examples in verification task. ILLUM (×) and VIEWPT (◭) indicate the influence of illumination and viewpoint changes in

matching task. Suffix indicates the training set (FB: the entire UBC dataset, no suffix: Liberty).

lenging Hpatches benchmark [4]. Figure 6 shows the re-

sults. When methods are trained on Liberty, our proposal

outperforms HardNet slightly only in patch retrieval task.

When trained on the entire UBC dataset, our proposal per-

forms the best in all tasks. We think the performance gain

comes from a larger scale hard sample mining. Then expo-

nential loss forces network to learn more from these infor-

mative data. Eventually, network becomes more robust on

different tasks. Note that our proposal improves the perfor-

mance greater in tough and hard tests than easy test with-

out applying data augmentation, and consistently achieves

improvement for sequences with illumination (ILLUM) and

viewpoint (VIEWPT) changes which are the most challeng-

ing task in image matching. All above results demonstrate

a better robustness of our proposal.

5. Conclusion

In this paper, we proposed exponential triplet and

Siamese losses for patch matching tasks, which enable the

network to naturally put less attention on easy training sam-

ples and focus more on hard samples to accelerate learn-

ing. To verify the effectiveness of exponential losses, we

designed a shared feature network that can be applied to

both descriptor learning and metric learning. With the as-

sistance of hard sample mining, our proposal outperforms

other state-of-the-arts in terms of effectiveness and effi-

ciency on UBC benchmark. In addition, it also performs

well in cross-spectral image matching and image retrieval

tasks, demonstrates a better generalizability.
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