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Abstract

Modeling and prediction of human motion dynamics has
long been a challenging problem in computer vision, and
most existing methods rely on the end-to-end supervised
training of various architectures of recurrent neural net-
works. Inspired by the recent success of deep reinforce-
ment learning methods, in this paper we propose a new
reinforcement learning formulation for the problem of hu-
man pose prediction, and develop an imitation learning al-
gorithm for predicting future poses under this formulation
through a combination of behavioral cloning and genera-
tive adversarial imitation learning. Our experiments show
that our proposed method outperforms all existing state-
of-the-art baseline models by large margins on the task of
human pose prediction in both short-term predictions and
long-term predictions, while also enjoying huge advantage
in training speed.

1. Introduction

Modeling the dynamics of human motion and predict-
ing human poses is an important and challenging problem
in computer vision that has many useful applications in
robotics, computer graphics, healthcare, public safety, etc.
[15, 21, 22, 45, 46]. Previous work on this subject has
mainly been focusing on designing different architectures
of recurrent neural networks (RNNs) to model human mo-
tion dynamics and adopted a pure supervised-learning ap-
proach to train recurrent neural networks to predict future
human poses in a sequence [8, 10, 20, 29].

These previous methods based on supervised training of
RNN architectures face two main challenges: (1) due to
the purely supervised nature of the training methods, the
learned RNNs usually do not generalize well to unseen do-
mains of the human motion space, which are very likely to
appear during test time; (2) since the RNNs are required to
generate the whole human pose prediction sequence all to-
gether, it is very difficult to keep a good balance between
short-term and long-term prediction accuracies.

Recently, we have witnessed great success in the devel-
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Figure 1: At the core of our imitation learning approach to
human pose prediction is a Generative Adversarial Imita-
tion Learning (GAIL) [16] process. With the critic function
D,, and the policy generator my, we alternate between up-
dating D,, (D step) through comparing generated windows
of predicted poses with ground truth, and updating 7y (G
step) through policy gradient over critic scores from D,,,.

opment of deep reinforcement learning algorithms, which
have achieved significantly enhanced state-of-the-art per-
formance on many tasks in the areas of game, robotics and
control [31, 38, 39]. These recent deep reinforcement learn-
ing algorithms, including Generative Adversarial Imitation
Learning (GAIL) [16] and Deep Deterministic Policy Gra-
dient [26], enjoy the advantages of generalizing well over
unseen terrains and maintaining strong sequential correla-
tion among local decisions across time. Therefore, in or-
der to overcome the above limitations of the previous meth-
ods for human pose prediction, a natural question to ask
is whether we could build a bridge between reinforcement
learning and sequential modeling, such that we can harness
the great power of deep reinforcement learning algorithms
to help us better model human motion dynamics and pre-
dict human poses from sequential observations. In this pa-
per, we propose a new modeling framework for human mo-
tion dynamics that transforms the task of predicting human
poses into a reinforcement learning problem. The environ-
ment of this reinforcement learning problem cannot pro-
vide feedback signals as the learning agent interacts with
it. All we have during the learning process is a training
dataset consisting of trajectories of human poses recorded
from real human motion. Therefore, we adopt an imitation
learning [30, 55] approach and use the training dataset as
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expert demonstrations for our prediction agent to imitate.

This imitation learning problem of predicting human
poses has several key difficulties: (1) the action space
is continuous-valued and very high-dimensional; (2) the
state space is heterogeneous and encompasses very long se-
quences of historical observations with different lengths; (3)
the expert demonstrations are performed by different human
subjects and thus exhibit large variance across the under-
lying expert policies. To tackle this challenging imitation
learning task, we extend the Generative Adversarial Imita-
tion Learning (see Figure 1) framework with sequence-to-
sequence architectures [42] and Deep Deterministic Policy
Gradient [26] methods to train our prediction agent to make
accurate predictions of human poses. We also use the ef-
ficient behavioral cloning [4] algorithm as pre-training to
expedite the training process.

We evaluate the performance of our proposed imitation
learning algorithm on the popular Human 3.6M dataset
[18]. Our experiments demonstrate that our proposed al-
gorithm outperforms all the previous methods for human
pose prediction by large margins on both short-term and
long-term predictions and sets the new state-of-the-art per-
formance results on the Human 3.6M dataset. The experi-
ments also show that our algorithm has huge advantage in
speed and can be trained much more efficiently compared
to previous algorithms.

To summarize, the main contributions of our work are:
(1) We propose a new reinforcement learning formulation
for the problem of human pose prediction that supports
more accurate predictions over both short-term and long-
term horizons; (2) We develop an imitation learning algo-
rithm for human pose prediction based on this reinforce-
ment learning formulation through a combination of behav-
ioral cloning and generative adversarial imitation learning.
Our algorithm combines the advantages from both learning
frameworks and achieves a good balance between sample
efficiency and policy generalizability; (3) We run exten-
sive experiments on the challenging Human 3.6M dataset
to evaluate the performance of our proposed method, and
show that it outperforms all existing state-of-the-art base-
line models by significant margins.

2. Related Work

Human Motion Prediction: Most of the previous work
on video prediction predict future video sequences by re-
constructing frames at the pixel level [28, 47], and predict
dense trajectories [49], semantic labels [27, 48], or activ-
ity labels [3, 25, 41, 50] in the future. However, human
motion dynamics is better captured by detailed joint loca-
tions (i.e., pose) [1, 30, 35], and is often modeled by ei-
ther state transition models [51, 52] or recurrent neural net-
works [11, 20, 29].

Recently, several works focused on forecasting human
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Figure 2: Illustration of progressive prediction and our re-
inforcement learning formulation of human pose prediction
using an example pose prediction task with length of past
observations t = 3, length of total future predictions [ = 8
and size of step-wise prediction windows m = 2.

poses in videos [5, 7, 8, 20, 29, 50]. Chao et al. [ 7] proposed
a 3D Pose Forecasting Network on static images; Barsoum
et al. [5] took a probabilistic approach for pose prediction
using Wasserstein GAN [2]; Walker et al. [50] proposed
a variational autoencoder solution; Fragkiadaki et al. [10]
proposed two architectures denoted by LSTM-3LR (3 lay-
ers of LSTM cells) and ERD (Encoder-Recurrent-Decoder);
Yan et al. [54] and Zhao et al. [56] proposed methods for
longer time prediction; Martinez et al. [29] used a carefully
tailored RNN to learn human motion prediction; and Chiu
et al. [8] proposed a multi-layer hierarchical RNN architec-
ture (denoted by TP-RNN) to capture human dynamics. In
contrast, instead of training a fully supervised model, in this
work we introduce the unsupervised GAIL framework into
our training process to enhance the generalizability of our
learned prediction policy.

Reinforcement Learning for Prediction: Methods of re-
inforcement learning [26, 31, 32, 43] and imitation learn-
ing [16, 36] have been used for predicting future informa-
tion in videos in different forms. For instance, DeepMimic
[33] proposed a physics-based method for policy genera-
tion that is capable of tracking and motion capture. Other
works such as R2P2 [34] and Tai et al. [44] used generative
models with Wasserstein reformulation to perform naviga-
tion and forward path planning. Differently, in this work
we reformulate sequential pose prediction into a reinforce-
ment learning problem and train a prediction policy through
imitation learning approaches.

3. Pose Prediction as Reinforcement Learning

In this section, we introduce how to transform human
pose prediction into a reinforcement learning problem [43].
The core task of human pose prediction is the following:
given a sequence of past pose observations f z1, x2, ..., 20
of length ¢ from a human subject, predict the future pose
sequence f 41, T2, ..., 24+ g up to length [. Most pre-
vious work adopts an end-to-end approach to train either a
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