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This supplementary document is organized as follows:

• Section 1 provides the details of some simplified func-
tions in Agent Communication and Visual Relation-
ship Detection.

• Section 2 provides the detailed proof of the CMAT
convergence, which guarantees that the proposed
CMAT method can converge to a locally optimal pol-
icy.

• Section 3 provides the detailed derivation of Eq. (6),
i.e., ∇θJ ≈

∑n
i=1∇θ log pTi (vTi |hTi ; θ)Q(HT , V T ).

• Section 4 shows more qualitative results of CMAT
compared with the strong baseline MOTIFS [4] in
SGDet setting.

1. Details of Some Simplified Functions
We demonstrate the details of some omitted functions in

Eq. (1), Eq. (2), Eq. (3) and Eq. (4).

1.1. Fs and Fe in Extract Module

hti = LSTM(ht−1i , [xti, e
t−1
i ]),

sti = s
t−1
i +Whh

t
i,

vti ∼ pti = softmax(sti),

eti =
∑
ṽp

t
i(ṽ)E[ṽ],

(11)

where hti ∈ Rh is the hidden state of LSTM, xti ∈ Rd
is the time-step input feature and sti ∈ R|C| is the object
class confidence. E[ṽ] ∈ Re is the embedding of class label
ṽ ∈ C and eti ∈ Re is the soft-weighted embedding of class
label based on probabilities pti. Wh ∈ Rh×|C| is a learnable
matrix. and [, ] is concatenate operation.

1.2. Fm∗ in Message Module

mt
j =Wuh

t
j , m

t
ij =Wph

t
ij (12)

where mt
j ∈ Rh and mt

ij ∈ Rh is the unary message and
pairwise message, respectively. htij ∈ Rd is the pairwsie
feature between agent i and agent j. Wu ∈ Rh×h, Wp ∈
Rd×h are learnable mapping matrices.

1.3. Fatt∗ and Fu∗ in Update Module

utj = wu[h
t
i,h

t
j ], α

t
j = exp(utj)/

∑
k exp(u

t
k),

utij = wp[h
t
i,h

t
ij ], α

t
ij = exp(utij)/

∑
k exp(u

t
ik)

xt+1
i =Wx(ReLU(hti +

∑
jα

t
jm

t
j +

∑
jα

t
ijm

t
ij))

ht+1
ij = ReLU(htij +Wsh

t+1
i +Weh

t+1
j )

(13)

where αtj and αtij are attention weights to fuse different
messages, wu ∈ R2h, wp ∈ Rh+d, Wx ∈ Rh×d, Ws ∈
Rh×d, andWe ∈ Rh×d are learnable mapping matrices.

1.4. Fr in Visual Relationship Detection

zi =Wo[h
T
i ,E[vTi ]], zj =Wo[h

T
j ,E[vTj ]],

pij = softmax([zi, zj ]�Wrzij +wvTi ,vTj ),

rij = argmaxr∈Rpij(r),

(14)

where Wo ∈ R(h+e)×z , Wr ∈ Rz×2z are transformation
matrices, zij ∈ Rz is the predicated visual feature between
agent i and j, � is a fusing function 1, and wvTi ,vTj ∈ R|C|

is the bias vector specific to head and tail labels as in [4].
Predicate Visual Features zij . For the predicate visual fea-
tures, we used RoIAlign to pool the union box of subject
and object, and resized the union box feature to 7×7×512.
Following [4, 1], we used a 14× 14× 2 binary feature map
to model the geometric spatial position of subject and ob-
ject, with one channel per box. We applied two convolu-
tional layers on this binary feature map and obtained a new
7× 7× 512 spatial position feature map. We added this po-
sition feature map with the previous resized union box fea-
ture, and applied two fully-connected layers to obtain the
final predicate visual feature.

1Different functions get comparable performance. In our experiments,
we follow [5]: x� y = ReLU(Wxx+Wyy)− (Wxx−Wyy)2.



2. Proof of the Convergence of CMAT
Proof. We denote πi as the policy of agent i, i.e.,πi = pTi and π as the joint policy of all agents, i.e., π = {pT1 , ...,pTn}.
Then, the expected gradient of CMAT is given by (cf. Eq. (11)):

∇θJ = Eπ

[
n∑
i=1

∇θ log πi(vTi )Ai(HT , V T )

]
, (15)

= Eπ

[
n∑
i=1

∇θ log πi(vTi )(R(HT , V T )− b(HT , V T−i))

]
.

where the expection Eπ is with respect to the state-action distribution induced by the joint policy π, b(HT , V T−i) is the
counterfactual baseline in CMAT model, i.e., b(HT , V T−i) =

∑
pTi (ṽ

T
i )R(H

T , (V T−i, ṽ
T
i )).

First, consider the expected contribution of this counterfactual baseline b(HT , V T−i),

∇θJb = Eπ

[
n∑
i=1

∇θ log πi(vTi )b(HT , V T−i)

]
. (16)

Let dπ(s) be the discounted ergodic state distribution as defined by [3]:

∇θJb =
∑
s

dπ(s)

n∑
i=1

∑
V T
−i

π(V T−i)
∑
vTi

πi(v
T
i )∇θ log πi(vTi )b(HT , V T−i) (17)

=
∑
s

dπ(s)

n∑
i=1

∑
V T
−i

π(V T−i)
∑
vTi

∇θπi(vTi )b(HT , V T−i)

=
∑
s

dπ(s)

n∑
i=1

∑
V T
−i

π(V T−i)b(H
T , V T−i)∇θ1

=0

Thus, this counterfactual baseline does not change the expected gradient. The reminder of the expected policy gradient is
given by:

∇θJ = Eπ

[
n∑
i=1

∇θ log πi(vTi )R(HT , V T )

]
, (18)

= Eπ

[
∇θ log

n∏
i=1

πi(v
T
i )R(H

T , V T )

]
. (19)

Writing the joint policy into a product of the independent policies:

π(V T ) =

n∏
i=1

πi(v
T
i ), (20)

we have the standard single-agent policy gradient:

∇θJ = Eπ

[
∇θ logπ(V T )R(HT , V T )

]
. (21)

Konda et al. [2] proved that this gradient converges to a local maximum of the expected return J , given that: 1) the policy
π is differentiable, 2) the update timescales for π are sufficiently slow. Meanwhile, the parameterization of the policy (i.e.,
the single-agent joint-action learner is decomposed into independent policies) is immaterial to convergence, as long as it
remains differentiable.



3. Derivation of Eq. (6)
Based on the policy gradient theorem we provide the detailed derivation of Eq. (6) as follows. We denote the action

sequence for agent i as Âi = {â1i , â2i , ..., âTi }, and value function Vθ(Âi) as the expected future reward of sequence Âi. Then
the gradient of agent i is:

∇θJi =
dV (Âi)

dθ
=

d

dθ
EÂi∼πt

i(Âi)
R(Âi)

=
∑
Âi

d

dθ

[
πti(â

1
i )π

t
i(â

2
i |â1i )..πti(âTi |â1i ..âT−1i )

]
R(Âi)

=

T∑
t=1

∑
Âi

πti(Â
1..t−1
i )

dπti(â
t
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i )

dθ
πti(Â

t+1..T
i |Â1..t

i )R(Âi)

=

T∑
t=1

∑
Â1..t

i

πti(Â
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t
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i )

dθ

∑
Ât+1..T

i
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i |Â1..t

i )

T∑
τ=1

rτi (â
τ
i ; Â
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=
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Â1..t
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πti(â
t
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i )

dθ
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i ) +

∑
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i

πti(Ŷ
t+1..T
i |Ŷ 1..t

i )

T∑
τ=t+1

rτi (â
τ
i ; Â

1..τ−1
i )


=

T∑
t=1

EÂ1..t−1
i ∼πt

i(Â
1..t−1
i )

∑
at∈A

dπti(a
t|Â1..t−1

i )

dθ
Q(at; Â1..t−1

i )

= EÂi∼πt
i(Âi)

T∑
t=1

∑
at∈A

πti(a
t|Â1..t−1

i )

dθ
Q(at; Â1..t−1
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(22)

Further, the gradient for agent i can be simplified as:

∇θJi = E

 T∑
t=1

∑
ati∈A

∇θπti(ati)Q(sti, a
t
i)


= E

 T∑
t=1

∑
ati∈A

πti(a
t
i)∇θ log πti(ati)Q(sti, a

t
i)


≈

T∑
t=1

∇θ log πti(ati)Q(sti, a
t
i)

(23)

Therefore, for the time step t, the gradient for agent i is∇θ log πti(ati)Q(sti, a
t
i). For multi-agent in a cooperative environment,

the state-action function Q should estimate the reward based on the set of all agent state and actions, i.e., Q(St, At). Then,
the gradient for all agents is:

∇θJ ≈
n∑
i=1

∇θJi =
n∑
i=1

∇θ log πti(ati|sti)Q(St, At). (24)

In CMAT, we samples actions after T -round agent communication, and the action for agent i is vTi , the policy function is
pTi , and the state of agent is ht, i.e., St = Ht, At = V t. Therefore, the gradient for the cooperative multi-agent in CMAT is:

∇θJ ≈
n∑
i=1

∇θ log pTi (vTi |hTi ; θ)Q(HT , V T ) (25)

4. More Qualitative Results
Figure 7 and 8 show more qualitative results of CMAT and MOTIFS in SGDet setting. From the rows where CMAT is

better than MOTIFS, we can see that CMAT rarely mistakes at the important hub nodes such aas the “surfboard” or “laptop”.



This is because CMAT directly optimizes the graph-coherent objective. However, the rows show that the mistakes made by
CMAT always come from the imcomplete anntation of CMAT can detect more false positive (the blue color) objects and
relationship than MOTIFS. Since the evaluation metric (i.e., Recall@K) is based on the ranking of labeled triplet confidence,
thus, detecting more reasonable false positive results with high confidence can worsen the performance.
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[5] Yan Zhang, Jonathon Hare, and Adam Prügel-Bennett. Learning to count objects in natural images for visual question answering. In

ICLR, 2018. 1



CM
AT
✔

M
O
TI
FS
✘

CM
AT
✘

M
O
TI
FS
✔

CM
AT
✔

M
O
TI
FS
✘

person-1

head-1 helmet-1

jacket-1

snow-1

glove-GT
pant-1

on

wearing

wearing

on

wearing

onhas

wearing

person-1

head-GT helmet-1

jacket-1

snow-GT

glove-GT
pant-1

on

wearing

wearing

on

wearing

has

wearing

cat-1

bed-1 laptop-1

leg-1

paw-GT

ear-1

tail-GT

on

on

has

has

has

on

has
of

of

ear-2
has

of

cat-1

bed-1 laptop-GT

leg-1

paw-GT

ear-1

tail-GT

on

on

has

has

has

on

has
of

of

ear-2
has

of

in

nose-GT
cat-1

food-1 bowl-1

ear-GT paw-GT

in

has has

under
in	front	of

has

near
on

near

in

nose-GT
cat-1

food-1 bowl-1

ear-GT paw-GT

in

has has

in	front	of

has

nearon

near

man-1 bike-1

wheel-1helmet-GT

wheel-GT
jean-1

jacket-1

wearing

wearing

riding

on

on
on

wearing

of

with

man-1 bike-1

wheel-1helmet-1

wheel-GT
jean-1

jacket-1

wearing

wearing

riding

on
on

wearing

of

with

dog-1

leg-GT

surfboard-1

man-1

on on

with

near

sitting	onstanding	on

on

dog-1

leg-1

surfboard-GT

man-1

on on

has

sitting	onstanding	on

on

shirt-1

wearing

bus-1

car-1 street-1

man-1

sidewalk-1

sign-GT

on
walking	ononon

on

bus-1

car-1 street-1

man-GT

sidewalk-1

sign-1

on
walking	onon

on

Figure 7: More qualitative results showing comparisons between CMAT and MOTIFS in the SGDet setting. Green boxes are
detected boxes with IoU large 0.5 with the ground truth, blue boxes are detected but not labeled, red boxes are ground-truth
with no match. Green edges are true positive predicted by each model at the R@20 setting, red edges are false negatives, and
blue edges are false positives. Only detected boxes overlapped with ground-truth are shown.
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Figure 8: More qualitative results showing comparisons between CMAT and MOTIFS in the SGDet setting continued from
Figure 7.


