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A. More Results on PF-Pascal
In order to have a better understanding of our model DCCNet, we provide detailed analysis on PF-PASCAL [3] here.

Apart from the PCK (α = 0.1) results reported in the main paper, we additionally include PCK results with α = 0.05 and
α = 0.15, as shown in Table S1. Our DCCNet surpasses the state-of-the-art correspondence method by 1.3%, 3.4% and
3.5%, and reaches 55.6%, 82.3% and 90.5% at α = 0.05, 0.10 and 0.15, respectively. This demonstrates the effectiveness of
DCCNet for matching at both fine and coarse level.

More qualitative comparisons with NC-Net [10] are presented in Fig. S1 and Fig. S2. To better understand our features, we
visualize the raw correlation score maps of the local conv feature and our context-aware semantic feature in the third columns
of Fig. S2 (a,b). Compared with the local conv feature ((a) col.3), our proposed context-aware semantic feature gives more
informative correlation score maps ((b) col.3)). The fourth columns of Fig. S2 (a,b) shows the final correlation score maps
from the NC-Net and our DCCNet. It is evident that our model is more robust to repetitive patterns and background clutters.

B. Qualitative Results on PF-WILLOW and TSS

More qualitative results on PF-WILLOW [2] from our DCCNet are shown in Fig. S3. Our model produces reasonable
matching results despite heavy background clutters, large viewpoint changes and scale variations.

More qualitative results from our DCCNet on TSS [11] are shown in Fig. S4.
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Figure S1: Qualitative comparisons on PF-PASCAL. From left to right shows source images, predictions from NC-
Net [10] and from ours respectively. Ground truth keypoints are shown in squares and predicted keypoints in dots, with
their distance in target images depicting the matching error. It is clear that our model is robust to repetitive patterns and
background clutters.



Methods α = 0.05 α = 0.10 α = 0.15

HOG+PF-LOM [3] 31.4 62.5 79.5
DCTM [7] 34.2 69.6 80.2

UCN-ST [1] 29.9 55.6 74.0
CAT-FCSS [6] 33.6 68.9 79.2

SCNet [4] 36.2 72.2 82.0
ResNet-101+CNNGeo [8] 41.1 71.9 84.9

ResNet-101+CNNGeo(W) [9] 46.0 75.8 88.4
RTN [5] 55.2 75.9 85.2

NC-Net [10] 54.3 78.9 86.0
Our Method 55.6 82.3 90.5

Table S1: Detailed results on the PF-PASCAL benchmark [3].

Figure S2: Prediction results from (a) NC-Net [10] and (b) DCCNet (ours) on PF-PASCAL [3]. Given a source point (dot
in column 1), the goal is to match the target point (square in column 2). Raw correlation score maps from local conv features
and our context-aware semantic features are shown in column 3 (a) and (b) respectively. Column 4 (a) and (b) shows the
final correlation score maps of the NC-Net and our DCCNet while their predictions are shown in column 2 (dot) of (a) and
(b) respectively. Our model generates more accurate correlation maps and final predictions.
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Figure S3: Qualitative results on PF-WILLOW [2] for semantic correspondence.

Figure S4: Qualitative results on the TSS benchmark [11]. From left to right are source image, target image, results from
WeakAlign [9], NC-Net [10] and our model, respectively.
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