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Overview of the Supplementary Material

We present additional details of our HowTo100M dataset
in 1. We also provide practical implementation details of
our ranking loss in 2 and analyze the sampling strategy for
positive pair selection during training in 3.

1. Additional details of the HowTo100M
dataset

Our HowTo100M dataset is based on the hierarchy of
WikiHow1 tasks. The HowTo100M spans a total of 23,611
tasks. Here we visualize the first two levels of the WikiHow
hierarchy – the twelve categories and their subcategories,
the number of underlying tasks and corresponding videos
are illustrated in Figure 2.

HowTo100M comes with transcribed narrations which
often describe the content of the videos. Figure 3 shows
frequencies of nouns and verbs in transcribed video narra-
tions. We used the MaxEnt Treebank POS Tagger to obtain
the nouns and verbs. Please see the figure captions for ad-
ditional analysis.

2. Ranking loss implementation details

In the main paper, we have defined our mini-batch rank-
ing loss as:∑
i∈B

∑
j∈N (i)

max(0, δ + si,j − si,i) + max(0, δ + sj,i − si,i).

(1)
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... we are going to outline and flood 
the cookie with 15 second ... 

... choice last but not least 
scissors ...

... we realize a circle of paper of 10 
centimers in diameters ...

... step 2: fold in half vertically and 
unfold ...

... light up-and-down movements let 
the roller and paint do the work ...
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... on my old moto Guzzi or had before I 
sold it ...

... there is one additional egg in there I 
don't think it was just ...

... flour and milk and eggs salt leaves and 
then the cooking ...

... by our electronic devices and in the
same cases in your plants ...

... want to be that extra right when you 
finish a question ...
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Worse scoring pairs 
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Figure 1: We illustrate examples of high and low scoring clip-
caption pairs. Examples from the left column show pairs where
the caption visually describes what is seen in the corresponding
video clip. On the other hand, low scoring pairs from the right
column have captions that do not match visual content.

We explain next how N (i) is constructed to improve com-
putational efficiency.
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At each training iteration, we first sample v unique
YouTube video ids. We then sample with replacement a
number k of clip-caption pairs from each of these videos.
Therefore, we are left with a mini-batch containing b = kv
clip-caption pairs, with v = 32 and k = 64 in prac-
tice. In order to not waste computation efforts, we use
every sampled mini-batch pair as a negative anchor, i.e.
N (i) = B \ {i},∀i.

Doing so, the proportion of negative examples coming
from the same video (intra-video) is k−1

kv−1 while the pro-
portion of negatives from different videos (inter-video) is
k(v−1)
kv−1 . A problem with this is that the ratio between intra

and inter video negative examples depends on the number
of unique videos sampled and the amount of clip-caption
pairs collected per video (respectively v and k). To ad-
dress this, we follow [1] by re-weighting the inter-video
and intra-video contributions inside the triplet loss. For ex-
ample, in order to sample intra-video triplets with probabil-
ity p ∈ [0, 1] (and inter-video triplets with probability 1−p),
one can equivalently weight the intra-video triplet losses by:
α = pk(v−1)

(1−p)(k−1) (thus ensuring a ratio between intra-video
and inter-video negative examples of p

1−p ). This allows us
to fix the intra-video to inter-video negative sampling ratio
regardless of v and k. Formally, we define the following
weighting function:

αi,j =

{
pk(v−1)

(1−p)(k−1) if i and j are from same video,
1, otherwise.

(2)

We then use this weighing function to define the loss:∑
i∈B,j∈N (i)

αi,j

[
max(0, δ+si,j−si,i)+max(0, δ+sj,i−si,i)

]
.

3. Sampling strategy for positive pairs

As discussed in the main paper, narrations need not nec-
essarily describe what is seen in the video. As a conse-
quence, some captions from HowTo100M do not correlate
with their corresponding video clips (see Figure 1). To deal
with this noisy data, we tried a sampling strategy for pos-
itive pairs that aims to discard non-relevant video-caption
pairs during training. Inspired by multiple instance learn-
ing, our idea is to select a subset of top scoring clip-caption
training pairs within each video.

In particular, given a video with N video clip-caption
pairs {(Vi, Ci)}i∈[1,N ], we first compute the similarity
scores of all the N pairs: s(Vi, Ci) using the current
model parameters. We then use a pre-defined max-pool
rate r ∈ [0, 1] of the highest scoring positive training
pairs {(Vi, Ci)}i∈[1,N ] within each video. For example, at
r = 0.5 we retain the high scoring half of all N pairs for
training.

Max pool rate (r) M (R@10) L (R@10) Y (R@10)

0.2 21.9 13.9 19.7
0.5 25.2 12.6 23.5
0.9 27.3 12.6 23.9
1.0 (no max pool) 29.6 14.0 24.8

Table 1: Study of positive pair sampling. When max pool rate r
is below 1.0 only the proportion r of top scoring clip-caption pairs
are used for learning. We report R@10 retrieval results from M:
MSR-VTT, L: LSMDC, Y: YouCook2.

MP rate RS rate M (R@10) L (R@10) Y (R@10)

1.0 0.5 28.8 14.3 24.2
0.5 1.0 25.2 12.6 23.5

Table 2: Study of Random Sampling (RS) vs. Max Pool (MP)
sampling of positive clip-caption pairs. We report R@10 retrieval
results from M: MSR-VTT, L: LSMDC, Y: YouCook2.

Table 1 shows results of our positive sampling strategy
when varying the max pool rate r with evaluation on video
clip retrieval. For example, r = 1.0 means that no sam-
pling strategy is applied as we keep all N pairs as potential
candidates. Interestingly, in our case, carefully selecting the
positive pairs does not improve our model as the best results
are obtained with r = 1.0. Note that decreasing the max
pool rate also decreases the number of triplet losses com-
puted within a mini-batch by the same rate. To show that the
number of triplet losses computed for each mini-batch does
not impact the overall performance, we have performed a
sanity check experiment in Table 2 in which we also re-
placed the max pool sampling by random sampling of pairs
for r = 0.5. The results with random sampling at r = 0.5
are very similar to the results obtained with no max pool
sampling (r=1.0) as shown in Table 1, which confirms our
finding that our model is relatively robust to the noisy pos-
itive pairs. We think this could be attributed to the fact our
model is shallow and is trained on a large amount of data.
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HowTo100M
    23611 tasks 

       136.6M clips

Holidays and Traditions
411 3.0M

Education and Communication
239 1.6M

Arts and Entertainment
138 1.2M Home and Garden 5068 29.5M

Computers and Electronics
58 0.6M

Food and Entertaining
11504 54.4M

Personal Care and Style
181 1.6M

Sports and Fitness
205 2.0M

Pets and Animals
552 3.5M

Cars & Other Vehicles
810 7.8M

Hobbies and Crafts
4273 29.8M

Grooming 125 1205k
Fashion 46 284k
Personal Hygiene 9 88k
Tattoos and Piercing 1 10k

Halloween 159 1182k
Christmas 125 930k
Easter 47 371k
Gift Giving 39 259k
Valentines Day 12 91k
Thanksgiving 10 65k
Saint Patrick's Day 6 32k
Mother's Day 3 28k
Passover 2 15k
Birthdays 2 14k
Hanukkah Chanukah 3 8k
Diwali 2 2k
National Days (USA) 1 1k

Home Repairs 1391 8734k
Gardening 1249 7698k
Housekeeping 1635 7154k
Outdoor Building 257 1620k
Tools 141 1268k
Home Decorating 184 1119k
Disaster Preparedness 100 961k
Sustainable Living 45 385k
Moving House 28 298k
Swimming Pools and Hot Tubs 38 262k

Crafts 3135 20670k
Games 200 2058k
Woodworking 183 1446k
Toys 171 1254k
Tricks and Pranks 167 941k
Photography 102 929k
Model Making 57 491k
Painting 49 475k
Collecting 56 451k
Drawing 39 366k
Digital Technology Art 32 223k
Fireworks 34 131k
Sculpting 22 115k
Amateur Radio 7 68k
Boredom Busters 4 50k
Wargaming 2 45k
Optical Devices 3 28k
Kite Making and Flying 9 14k
Flags 1 8k

Subjects 89 616k
Writing 94 572k
Speaking 53 408k
Presentations 2 20k
Social Activism 1 3k

Dogs 137 762k
Fish 55 480k
Small and Furry 67 459k
Cats 91 424k
Birds 66 363k
Horses 52 362k
Reptiles 22 217k
Bugs 19 162k
Rabbits 21 133k
Crustaceans 6 43k
General Pet Accessories 4 27k
Wildlife 4 20k
Snails and Slugs 3 13k
Animal Welfare Activism 1 10k
Animal Rescue 2 9k
Amphibian 1 7k
General Pet Health 1 3k

Outdoor Recreation 122 1196k
Individual Sports 51 472k
Team Sports 28 259k
Personal Fitness 4 37k

Software 12 127k
Maintenance and Repair 12 119k
TV and Home Audio 9 68k
Phones and Gadgets 9 96k
Hardware 11 95k
Laptops 4 43k
Networking 1 12k

Music 97 857k
Books 13 145k
Costumes 16 130k
Performing Arts 4 26k
Movies 3 32k
Theme Parks 2 32k
Role Playing 2 10k
Exhibited Arts 1 10k

Health 172 1.7M

Emotional Health 63 853k
Conditions and Treatments 35 271k
Injury and Accidents 22 147k
Medication and Equipment 20 138k
Alternative Health 10 75k
Recreational Drug Use 9 69k
Diet & Lifestyle 3 44k
Health Hygiene 3 32k
Medical Information 3 31k
Women’s Health 2 25k
Reproductive Health 1 23k
Men's Health 1 11k

Barbecue 40 304k
Appreciation of Food 16 138k
Food Safety 12 94k
Recipe Books 6 59k
Picnics 4 24k
Dining Etiquette 5 14k
Dining Out 1 12k

Recipes 7972 37557k
Drinks 1597 6934k
Food Preparation 588 2885k
Breakfast 329 1592k
Parties 280 1399k
Holiday Cooking 168 980k
Cooking Equipment 147 812k
Herbs and Spices 156 794k
Nuts and Seeds 98 404k
Cooking for Children 85 391k

Trailers 12 127k
Off Road Vehicles 12 103k
Recreational Vehicles 7 91k
Scooters 9 83k
Security and Military Vehicles 1 5k

Cars 525 5165k
Bicycles 56 508k
Motorcycles 48 464k
Boats 40 328k
Aviation 27 283k
Driving Techniques 34 267k
Trucks 25 233k
Vehicle Sports 14 138k

Figure 2: The first two levels of hierarchy of tasks in the HowTo100M dataset. Our dataset includes 12 categories from WikiHow containing
129 subcategories. For each (sub)category we show the total number of collected tasks and clips. This hierarchy of tasks in our dataset
follows the WikiHow structure. Please recall that abstract tasks such as Choosing a gift or Meeting new friends, were not considered
and were removed from the WikiHow hierarchy semi-automatically by verb analysis, as described in Section 3.1 of the main paper. As a
result, the category tree is imbalanced. For example, the Dining Out subcategory includes only one physical task (Fix a Shaky Table at a
Restaurant), while Recipes subcategory from the same level of the hierarchy includes a large number of tasks and clips.



Top 120 verbs Top 120 nouns

Figure 3: Frequencies of the top 120 most commonly occurring nouns and verbs in our dataset. Note that our dataset is biased towards
physical actions, with verbs such as get, go and make being the most frequent, while verbs, such as be, know and think are less frequent
than in common English. Top nouns show the dominant topics in our instructional videos. In particular, many cooking-related words, such
as water, oil and sugar occur with high frequency.


