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Table 1. Comparison with other approaches for dyqte = 65.77%

Method RMSRPE (t) RMSRPE (r) RMS ATE
Supervised T' 0.1197 0.2377 26.7386
Supervised S 0.1499 0.1187 65.4179
KD [3] 0.2979 0.1468 120.4039
Chen’s OD [1] 0.1567 0.1560 40.6333
FitNets [4] 0.1031 0.1434 28.5408
Ours 0.1023 0.1262 18.0915

1. Comparison with Related Works for d,.,;. =
65.77%

In the main paper Section 7.5, we compare our proposed
approach with other distillation approaches for classifica-
tion and object detection using distillation rate d,qte =
92.95%. We use dygte = 92.95% to show that even in
extreme conditions, our proposed approach still yields rea-
sonable performances for Visual Odometry (VO), and better
than the competing approaches. However, we also perform
experiment with d,.q;. = 65.77% to compare the accuracy
with other approaches when they are expected to maximally
perform (it can be seen from Figure 6 in the main paper
that our proposed approach reaches the maximum perfor-
mance with d,.qte = 65.77%). Table 1 shows the result of
this experiment. It can be seen that our proposed approach
yields the best performance both in terms of RPE or ATE
although the competing approaches also show improvement
compared to the result from Table 3 in the main paper.

2. Training Time and Convergence

The training time for our approach takes around 3.5
hours for each stage in TITAN V (2x faster than training 7).
The training time is relatively the same for different d,,.
as we initialize S with FlowNet [2] and only train the re-
maining layers using our proposed approach. Fig. 1 shows
the validation loss during training between supervised T
and distilled .S for the second stage of training. Note that
we can only show the validation loss for the second stage of
training as the first stage of training is intended to learn the
intermediate representation which is not comparable with
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Figure 1. Training convergence between supervised 7" and distilled
S (for the second stage).

the validation loss for the final task. Note also that 7" was
trained for maximum 200 epochs or was stopped earlier if
validation loss showed no improvement, while S was only
trained for 30 epochs for each stage. Fig. 1 shows that
S converges faster than 7" as the knowledge is transferred
effectively from 7.
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