Face-to-Parameter Translation for Game Character Auto-Creation
Supplementary Material

1 Configurations of our networks

A detailed configuration of our Imitator G' and Face Segmentation Network F; are listed in Table 1 and Table 2. As
for the details of Face Recognition Network F1, i.e. Light CNN-29 v2, please refer to Wu et al.’s paper [5].

Specifically, in a ¢ X w X w/s of Convolution / Deconvolution layer, ¢ denotes the number of filters, w X w denotes
the filter’s size and s denotes the filter’s stride. In a w x w/s of Maxpool layer, w denotes the pooling window size,
and s denotes the pooling stride. In an n/s Bottleneck block [3], n denotes the number of planes, and s denotes the
block’s stride.

Layer Component Configuration Output Size
Conv_1 Deconvolution + BN + ReLLU 512x4x4 /1 4x4
Conv_2 Deconvolution + BN + ReLLU 512x4x4 /2 8x8
g Conv_3 Deconvolution + BN + ReLLU 512x4x4 /2 16x16
% Conv_4 Deconvolution + BN + ReLU 256x4x4 /2 32x32
‘g€ | Conv_5 Deconvolution + BN + ReLU 128x4x4 /2 64x64
~ | Conv.6 Deconvolution + BN + ReLU 64x4x4 /2 128x128
Conv_7 Deconvolution + BN + ReLLU 64x4x4 /2 256x256
Conv_8 Deconvolution 3x4x4 /2 512x512
Table 1: A detailed configuration of our Imitator G.
‘ Layer Component Configuration QOutput Resolution
< | Conv.1  Convolution + BN+ ReLU  64x7x7/2 3 %3
g | MaxPool MaxPool 3x3/2 i X i
E Conv_2 3 x Bottleneck 64/2 F X3
£ | Conv.3 4 x Bottleneck 128/1 1yl
g Conv_4 6 x Bottleneck 256/ 1 % X %
£ | Conv.s 3 x Bottleneck 512/1 Il
A | Conv.6 Convolution 11x1x1/1 FX %

Table 2: A detailed configuration of our Face Segmentation Model F5.



2 More examples of generated in-game characters
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Figure 1: More generated in-game characters (female).
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Figure 2: More generated in-game characters (male).
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3 More comparison results

Female style image Male style image
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Figure 3: More comparison results with other NST methods: Global style [1] and Local style [2]. We use the “average
face” of each gender as the style images. We also compare with a popular monocular 3D face reconstruction method:
3DMM-CNN [4].



4 Training samples of our Imitator

During the training process, we train our imitator with randomly generated game faces other than regular ones, as
shown in Fig. 4. In our experiment, we adopt two imitators to fit female and male 3D models respectively, in order to
auto-create characters for different genders.
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Figure 4: Training samples of imitator and the corresponding facial parameters.



5 A description of facial parameters

Table 3 lists a detailed description of each facial parameter, where the “Component” represents the facial parts which
parameters belong to, the “Controllers” represents user-adjustable parameters of each facial part (one controller cor-
respond to one continuous parameter), and the “# Controllers” represents the total number of controllers, i.e. 208.
Besides, there are additional 102 discrete parameters for female (22 hair styles, 36 eyebrow styles, 19 lipstick styles,
and 25 lipstick colors) and 56 discrete parameters for male (23 hair styles, 26 eyebrow styles, and 7 beard styles).

208

Component Controllers # controllers ‘ Sum
eyebrow-head horizontal-offset, vertical-offset, slope, ... 8
Eyebrow | eyebrow-body horizontal-offset, vertical-offset, slope, ... 8
eyebrow-tail horizontal-offset, vertical-offset, slope, ... 8
whole horizontal-offset, vertical-offset, slope, ... 6
outside upper eyelid | horizontal-offset, vertical-offset, slope, ... 9
Eye inside upper eyelid | horizontal-offset, vertical-offset, slope, ... 9
lower eyelid horizontal-offset, vertical-offset, slope, ... 9
inner corner horizontal-offset, vertical-offset, slope, ... 9
outer corner horizontal-offset, vertical-offset, slope, ... 9
whole vertical-offset, front-back, slope 3
bridge vertical-offset, front-back, slope, ... 6
Nose wing horizontal-offset, vertical-offset, slope, ... 9
tip vertical-offset, front-back, slope, ... 6
bottom vertical-offset, front-back, slope, ... 6
whole vertical-offset, front-back, slope 3
middle upper lip vertical-offset, front-back, slope, ... 6
Mouth outer upper lip horizontal-offset, vertical-offset, slope, ... 9
middle lower lip vertical-offset, front-back, slope, ... 6
outer lower lip horizontal-offset, vertical-offset, slope, ... 9
corner horizontal-offset, vertical-offset, slope, ... 9
forehead vertical-offset, front-back, slope, ... 6
glabellum vertical-offset, front-back, slope, ... 6
cheekbone horizontal-offset, vertical-offset, slope, ... 5
risorius horizontal-offset, vertical-offset, slope, ... 5
Face cheek horizontal-offset, vertical-offset, width, ... 6
jaw vertical-offset, front-back, slope, ... 6
lower jaw horizontal-offset, vertical-offset, slope, ... 9
mandibular corner horizontal-offset, vertical-offset, slope, ... 9
outer jaw horizontal-offset, vertical-offset, slope, ... 9

Table 3: A detailed interpretation of each facial parameter (continuous part).
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