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A. Multimedia Material
The video accompanying this work is available at

https://youtu.be/0q6ap OSBAk

B. Two Additional Motion-Compensation Seg-
mentation Methods

In this section, we describe how two classical clustering
methods (mixture densities and fuzzy k-means) can be mod-
ified to tackle the task of event-based motion segmentation,
by leveraging the idea of motion-compensation [20, 21]
(Sections B.1 and B.2). Examples comparing the three per-
event segmentation models developed (Algorithms 1 to 3)
are given in Section B.3; they are called proposed (or Lay-
ered), Mixture Densities and Fuzzy k-Means, respectively.

B.1. Mixture Densities

The mixture models framework [40, 41] can be adapted
to solve the segmentation problem addressed. The idea is to
fit a mixture density to the events E , with each mode repre-
senting a cluster of events with a coherent motion.

Problem Formulation. Specifically, following the nota-
tion in [40, Ch.10], we identify the elements of the problem:
the data points are the events E without taking into account
polarity; thus, feature space is the volume V , and, conse-
quently, the clusters are comprised of events (i.e., they are
not clusters of optic flow vectors in velocity space).

The mixture model states that events ek ∈ V are dis-
tributed according to a sum of several distributions (“clus-
ters”), with mixing weights (“cluster probabilities”) π .

=
{P (ωj)}N`

j=1:

p(ek|θ) =

N∑̀
j=1

p(ek|ωj ,θj)P (ωj), (8)

where θ = {θj}N`
j=1 are the parameters of the distributions

of each component of the mixture model and we assumed

that the parameters of each cluster are independent of each
other: p(ek|ωj ,θ) = p(ek|ωj ,θj). The function p(z|θ)
in (8), with z ∈ V , is a scalar field in V representing the
density of events in V as a sum of several densities, each of
them corresponding to a different cluster, and each cluster
describing a coherent motion.

To measure how well the j-th cluster explains an
event (8), we propose to use the unweighted IWE (10):

p(z |ωj ,θj) ∝ Hj (x′(z;θj)) (9)

Hj (x)
.
=

Ne∑
m=1

δ
(
x− x′mj

)
(10)

with warped event location x′mj = W(xm, tm;θj). The
image point x′(z;θj) corresponds to the warped location of
point z ∈ V using the motion parameters of the j-th cluster.

Hence, the goodness of fit between a point z ∈ V and
the j-th cluster is measured by the amount of event align-
ment (i.e., “sharpness”): the larger the IWE of the cluster at
the warped point location, the larger the probability that z
belongs to the cluster.

Notice that the choice (9) makes the distribution of each
component in the mixture p(z |ωj ,θj) be constant along the
point trajectories defined by the warping model of the clus-
ter, which agrees with the “tubular” shape mentioned in the
problem statement (Section 3). The mixture model (8) may
not be constant along point trajectories since it is a weighted
sum of several distributions, each with its own point trajec-
tories.

Iterative Solver: EM Algorithm. With the above defi-
nitions, we may apply the EM algorithm in [40, Ch.10] to
compute the parameters of the mixture model, by maximiz-
ing the (log-)likelihood of the mixture density:

(θ∗,π∗) = arg max
(θ,π)

Ne∑
k=1

log p(ek|θ) (11)

https://youtu.be/0q6ap_OSBAk


Algorithm 2 Event-based Motion Segmentation using Mix-
ture Density Model

1: Input: events E = {ek}Ne

k=1 in a space-time volume V
of the image plane, and number of clusters N`.

2: Output: cluster parameters θ = {θj}N`
j=1 and mixing

weights π .
= {P (ωj)}N`

j=1.
3: Procedure:
4: Initialize θ and π.
5: Iterate until convergence:
6: • Update the mixing weights (12), using the current

motion parameters θ and the mixing weights from the
previous iteration in (13).

7: • Update motion parameters θ by ascending on (11).

In the E-step, the mixing weights π are updated using

P (ωj) =
1

Ne

Ne∑
k=1

p(ωj |ek,θj) (12)

with membership probabilities given by the Bayes formula

p(ωj |ek,θj) =
p(ek|ωj ,θj)P (ωj)∑N`

i=1 p(ek|ωi,θi)P (ωi)
. (13)

In the M-step, gradient ascent or conjugate gradient [42] of
the log-likelihood (11) with respect to the warp parameters
θ is used to update θ, in preparation for the next iteration.

The pseudo-code of this mixture model method is given
in Algorithm 2. From the mixing weights and the mo-
tion parameters, it is straightforward to compute the event-
cluster assignment probabilities using (13). To initialize the
iteration, we use the procedure described in Section 3.5.

Notice that, during the EM iterations, the above method
not only estimates the cluster parameters θ and the mix-
ing weights π but also the distributions p(z|ωi,θi) them-
selves, i.e., the “shape” of the components of the mixture
model. These distributions get sharper (more peaky or “in
focus”) around the segmented objects as iterations proceed,
and blurred around the non-segmented objects correspond-
ing to that cluster. An example is given in Section B.3.

B.2. Fuzzy k-Means

Event-based motion segmentation can also be achieved
by designing an objective function similar to the one used
in the fuzzy k-means algorithm [40, Ch.10].

Problem Formulation. This approach seeks to maximize

(θ∗,P∗) = arg max
θ,P

N∑̀
j=1

Ne∑
k=1

pbkjdkj , (14)

where b > 1 (e.g., b = 2) adjusts the blending of the dif-
ferent clusters, and the goodness of fit between an event ek

Algorithm 3 Event-based Motion Segmentation using the
Fuzzy k-Means Method

1: Input: events E = {ek}Ne

k=1 in a space-time volume V
of the image plane, and number of clusters N`.

2: Output: cluster parameters θ = {θj}N`
j=1 and event-

cluster assignments P ≡ pkj
.
= P (ek ∈ `j).

3: Procedure:
4: Initialization (as in Section 3.5).
5: Iterate until convergence:
6: • Update the event-cluster assignments pkj using (16).
7: • Update motion parameters θ by ascending on (14).

and a cluster j in V is given in terms of event alignment
(i.e., “sharpness”):

dkj
.
= logHj(x

′
kj), (15)

the value of the unweighted IWE (10) at the warped event
location using the motion parameters of the cluster. We use
the logarithm of the IWE, as in (11), to decrease the influ-
ence of large values of the IWE, since these are counted
multiple times if the events are warped to the same pixel
location. Notice that (14) differs from (2)-(5): the respon-
sibilities pkj appear multiplying the IWE (i.e., they are not
included in a weighted IWE), and the sum is over the events
(as opposed to over the pixels (4)).

Notice also that this proposal is different from cluster-
ing in optical flow space (Fig. 16). As mentioned in Sec-
tion B.1, here the feature space is the space-time volume
V ∈ R3 (i.e., event location), rather than the optical flow
space (R2) (i.e., event velocity).

Iterative Solver: EM Algorithm. The EM algorithm
may also be used to solve (14). In the E-step (fixed warp
parameters θ) the responsibilities are updated using the
closed-form partitioning formula

pkj = d
1

b−1

kj

/
N∑̀
i=1

d
1

b−1

ki . (16)

In the M-step (fixed responsibilities) the warp parameters
of the clusters θ are updated using gradient ascent or con-
jugate gradient. The pseudo-code of the event-based fuzzy
k-means segmentation method is given in Algorithm 3.

B.3. Comparison of Three Motion-Compensation
Segmentation Methods

We compare our method with the two above-mentioned
methods (Sections B.1 and B.2) that we also designed to
leverage motion compensation.

Fig. 8 shows the comparison of the three methods on
a toy example with three objects (a filled pentagon, a star
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Figure 8: Comparison of three methods for event-based
Motion Segmentation: Algorithms 1 to 3 (one per row).

and a circle) moving in different directions on the image
plane. In the mixture density and fuzzy k-means methods,
the motion-compensated IWEs do not include the event-
cluster associations P, and so, all objects appear in all
IWEs, sharper in one IWE than in the others. In contrast,
in the proposed method (Algorithm 1), the associations are
included in the motion-compensated image of the cluster
(weighted IWE), as per equation (2), and so, the objects are
better split into the clusters (with minor “ghost” effects, as
illustrated in Fig. 2), thus yielding the best results.

It is worth mentioning that the three per-event segmenta-
tion methods are novel: they have not been previously pro-
posed in the literature. We decided to focus on Algorithm 1
in the main part of the paper and thus leave the adaptation
of classical methods (mixture model and fuzzy k-means) for
the supplementary material.

B.4. Computational Complexity

Next, we analyze the complexity of the three segmen-
tation methods considered (Algorithms 1 to 3), defined by
objective functions (5), (11) and (14), respectively. The core
of the segmentation methods is the computation of the im-
ages of warped events (IWEs (2) or (10); one per cluster),
which has complexity O(NeN`).

Proposed (Layered) Model. The complexity of updating
the event assignments using (7) is essentially that of com-
puting the (weighted) IWEs of all clusters, i.e., O(NeN`).
The complexity of computing the contrast (4) of a generic
image is linear in the number of pixels, O(Np), and so,
the complexity of computing the contrast of one IWE is
O(Ne + Np). The computation of the contrast is negligi-
ble compared to the effort required by the warp. Computing
the contrast of N` clusters (corresponding to a set of candi-

date parameters) has complexity O
(
(Ne + Np)N`

)
. Since

multiple iterations Nit may be required to find the optimal
parameters, the total complexity of the iterative algorithm
used is O

(
(Ne +Np)N`Nit

)
.

Mixture Density Model. The complexity of updating the
mixture weights is that of computing the posterior probabil-
ities p(ωj |ek,θj), which require to compute the IWEs of all
clusters, i.e., complexity O(NeN`). The complexity of up-
dating the motion parameters is also that of computing the
contrasts of the IWEs of all clusters, through multiple ascent
iterations. In total, the complexity is O

(
(Ne +Np)N`Nit

)
.

Fuzzy k-means Model. The complexity of computing the
responsibilities (16) is that of computing N` IWEs (val-
ues dkj), i.e., O(NeN`). The complexity of updating the
motion parameters is that of computing the objective func-
tion (14), O(NeN`), through multiple iterations. In total,
the complexity is O(NeN`Nit).

Plots of Computational Effort and Convergence. Fig. 9
shows the convergence of the three above methods on real
data from a traffic sequence that is segmented into four clus-
ters (Fig. 10 and third column of Fig. 4): three cars and the
background due to ego-motion. The top plot, Fig. 9a, shows
the evolution of the sum-of-contrasts objective function (5)
vs the iterations. All methods stagnate after≈ 20 iterations,
and, as expected, the proposed method provides the high-
est score among all three methods (since it is designed to
maximize this objective function). The Mixture model and
Fuzzy k-means methods do not provide such a large score
mostly due to the event-cluster associations, since they are
not as confident to belonging to one cluster as in the pro-
posed method. Fig. 9b displays the number of warps (i.e.,
number of IWEs) that each method computes as the opti-
mization iterations proceed; as it can be shown, the rela-
tionship is approximately linear, with the proposed method
performing the least warps for a considerable number of it-
erations, before stagnation (Fig. 9a).

C. Additional Experiments
C.1. Non-rigid Moving Objects

In the following experiments we show how our method
deals with non-rigid objects. Our algorithm warps events E
according to point-trajectories described by parametric mo-
tion models whose parameters are assumed constant over
the (small) time ∆t spanned by E . Low-dimensional para-
metric warp models, such as the patch-based optic flow (2-
DOF, linear trajectories), rotational motion in the plane (1-
DOF) or in space (3-DOF) are simple and produce robust
results by constraining the dimensionality of the solution
space in the search for optimal point-trajectories. However,
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(a) Value of the sum-of-contrasts objective function (5) for each of the
three methods per iteration of optimization.
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(b) Number of warps performed by each method per iteration of opti-
mization.

Figure 9: Comparison of three Methods. We compare the
convergence properties of three motion-compensated event-
segmentation methods (Algorithms 1 to 3): proposed (lay-
ered) method (blue), Mixture Density Model (orange) and
Fuzzy k-Means (green). Data used is from the Traffic Se-
quence (third column of Fig. 4), the warped events at each
iteration are visualized in Fig. 10.

simple warp models (both in event-based vision or in tradi-
tional frame-to-frame vision) have limited expressiveness:
they are good for representing rigidly moving objects, but
do not have enough degrees of freedom to represent more
complex motions, such as deformations (e.g., pedestrian,
birds, jelly fish, etc.). One could consider using warps able
to describe more complex motions, such as part-based warp
models [43] or infinite-dimensional models [44]. But this
would make the segmentation problem considerably harder,
not only due to the increased dimensionality of the search
space, but also because it would be possibly filled with mul-
tiple local minima.

Pedestrian. Fig. 11 shows a pedestrian walking past the
camera while it is panning. In spite of using simple warp
models, our method does a good job at segmentation: the
background (due to camera motion), the torso of the per-
son and the swinging arms are segmented in separate clus-
ters. This is so, because during the short time span of E (in
the order of milliseconds), the objects move approximately
rigidly.

Popping Balloon. In order to test the limits of this as-
sumption, we filmed the popping of a balloon with the event
camera (see Fig. 12). While the segmentation struggles
to give a clear result in the initial moments of puncturing
(12b), it still manages to give reasonable results for the fast
moving, contracting fragments of rubber flung away by the
explosion (12c, 12d).

C.2. Additional to Section 4.3 - Continuum Depth
Variation

In this experiment we essentially show a scene similar
to that in Fig. 7. The difference is that the scene in Fig. 13
shows a truly continuous depth variation. As can be seen
in the results (using N` = 15), our method discretizes the
segmentation, although it is noteworthy that each “slice” of
depth appears to fade toward foreground and background.
This is because the method becomes less certain of the like-
lihood of events that sit between clusters, the darkness of a
region reflecting the likelihood of a given event belonging
to that cluster.

C.3. Continuum Depth Variation with High-
Resolution Event-based Camera

Due to the recent development of new, high resolu-
tion event-based cameras [37], we show the results of our
method on the output of a Samsung DVS Gen3 sensor, with
a spatial resolution of 640× 480 pixels. In this experiment
we show the segmentation of several scenes (a textured car-
pet, some leaves and a temple poster) as the camera moves.
Due to ego-motion induced parallax, there is a continuous
gradient in the motion in the scene, i.e., the scenes present a
continuum of depths. As can be seen in Fig. 14, our method
works the same on high-resolution data.

C.4. Comparison to k-means Optic Flow Clustering

Finally, the following experiments shows the comparison
of our method against k-means clustering of optic flow. We
first illustrate the difference with a qualitative example and
then quantitatively show the ability of our method to resolve
small differences in velocities compared to k-means. To this
end, we use an event-based camera mounted on a motorized
linear slider, which provides accurate ground truth position
of the camera. Since the camera moves at constant speed
in a 1-D trajectory, the differences in optical flow values



(a) Proposed, iter = 1 (b) iter = 5 (c) iter = 10 (d) iter = 20 (e) iter = 80

(f) Mixture Density, iter = 1 (g) iter = 5 (h) iter = 10 (i) iter = 20 (j) iter = 80

(k) Fuzzy k-Means, iter = 1 (l) iter = 5 (m) iter = 10 (n) iter = 20 (o) iter = 80

Figure 10: Images of the motion-corrected events for three segmentation methods. From left to right the images show the
state after 1, 5, 10, 20 and 80 iterations respectively. Top Row: Algorithm 1, Middle Row: Algorithm 2, Bottom Row:
Algorithm 3.

observed when viewing a static scene are due to parallax
from the different depths of the objects causing the events.

Numbers Sequence. In this experiment, we placed six
printed numbers at different, known depths with respect to
the linear slider. The event-based camera moved back and
forth on the slider at approximately constant speed. Due to
parallax, the objects at different depths appear to be mov-
ing at different speeds; faster the closer the object is to the
camera. Thus we expect the scene to be segmented into six
clusters, each corresponding to a different apparent velocity.

Fig. 15 compares the results of k-means clustering optic
flow and Algorithm 1. To compute optical flow we use con-
ventional methods on reconstructed images at a high frame
rate [45], with the optical flow method in [46] producing
better results on such event-reconstructed images than state-
of-the-art learning methods [47]. The results show that the
velocities corresponding to the six numbers are too similar
to be resolved correctly by the two-step approach (flow plus
clustering), as evidenced by the bad segmentation of the
scene (numbers 3, 4 and 5 are clustered together, whereas
three clusters are used to represent the events of the fastest
moving number–the zero, closest to the camera). In con-
trast, our method accurately clusters the events according

to the motion of the objects causing them, in this case, ac-
cording to velocities, since we used an optical flow warp
(linear motion on the image plane). The higher accuracy of
our method is easily seen in the sharpness of the motion-
compensated images (cf. Fig. 15d and Fig. 15f).

Rocks at Different Speeds. We also tested our algorithm
on two real sequences with six objects of textured images of
pebbles (qualitatively similar to Fig. 5), in which the relative
velocities of the objects were 50 pixels/s and 6 pixels/s, re-
spectively. Fig. 16 shows the results. If the objects are mov-
ing with sufficiently distinct velocities (Fig. 16a), the clus-
ters can be resolved by the two-step approach. However,
once the objects move with similar velocities (Fig. 16a),
k-means clustering of optical flow is unable to correctly re-
solve the different clusters. In contrast, our method works
well in both cases; it is much more accurate: it can resolve
differences of 6 pixel/s for objects moving at 50 pixel/s to
80 pixel/s, given the same slice of events.



(a) Cluster 1 (b) Cluster 2

(c) Cluster 3 (d) All clusters (merged IWEs)

Figure 11: Non-Rigid Scene. A person walks across a room, arms swinging. The room 11a, the body 11b and the arms 11c
are segmented out, with greater uncertainty to the event associations in areas of deformation (such as elbows), visible in the
fact that events are associated to both clusters (events colored by cluster in 11d).

(a) (b) (c) (d)

Figure 12: Non-Rigid Moving Objects. From left to right: snapshots of segmentation of balloon popping. Run with N` = 4
clusters, events colored by cluster membership.



(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

(k) (l) (m) (n) (o)

(p) (q) (r) (s) (t)

Figure 13: Sequence from a camera translating past a checkerboard (13a-13d). These grayscale frames, provided by the
DAVIS [35] are not used by our method; they are just for visualization purposes. Each image in 13f-13t shows the IWE of
each cluster (15 clusters, optical flow motion models). 13e shows the segmented output (combined IWEs) in the accustomed
colored format.



Leaves Carpet Temple

Sc
en

e
C

lu
st

er
1

C
lu

st
er

2
C

lu
st

er
3

..
.

Se
gm

en
ta

tio
n

Figure 14: Scenes recorded with a Samsung DVS Gen3 event camera (640 × 480 pixels); algorithm run with ten clusters
(N` = 10). From top to bottom: scene recorded, four of the clusters (motion-compensated IWEs, with darkness indicating
event likelihoods), and the accustomed colored segmentation (as in Fig. 2). These examples illustrate that our method can be
used to segment the scene according to depth from the camera, although it is not its main purpose.



(a) DAVIS performs linear transla-
tion over a multi-object scene.

(b) Resulting image and events
(red and blue, indicating polarity).

(c) Clustered volume of events
(colored by cluster number).

(d) Motion-compensated image
(colored by clustered optic flow).

(e) Clustered volume of events
(colored by cluster number).

(f) Motion-compensated image
(colored by recovered optic flow).

Figure 15: Numbers Sequence. Motion Segmentation by
k-means clustering on estimated optic flow (center row) and
by Algorithm 1 (bottom row).

(a) Minimum velocity between objects: 50pixel/s

(b) Minimum velocity between objects: 6pixel/s

Figure 16: Rocks at Different Speeds. Segmentation by
k-means clustering of estimated optical flow (k = 6). The
plots show the distribution of optical flow vectors and the
six Voronoi diagrams resulting from k-means clustering on
optic flow space. The crossings of red dashed lines indicate
the ground truth optical flow velocity, the dark circles indi-
cate the centroids of the k-means clusters. The pink circles
indicate the cluster’s optical flow estimated by our method
(Algorithm 1).
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