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1. Fréchet Distance ratio

As described in Section 4.1 in the main paper, we use
the ratio of inter-class and intra-class Fréchet Distance [3],
denoted as FD ratio, to evaluate the distinguishability of a
feature representation across classes. For inter-class FD cal-
culation, we first measure the FD between two feature dis-
tributions from a pair of different classes, and then average
over each possible pair. For intra-class FD calculation, we
first measure the FD between two feature distributions from
two disjoint sets of images in the same class, where we split
the class equally, and then average over each class.

Mathematically,

FD ratio =
inter-class FD
intra-class FD
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where Y is the class set for image sources and f(·) is a fea-
ture representation mapping from image domain to a feature
domain.

Then in all the tables in the main paper, we compare FD
ratio between the inception feature [8] as a baseline and our
learned features. The larger the ratio, the more distinguish-
able the feature representation across sources. We also show
in Figure 1 in the main paper the t-sne visualization [6] of
the two features.

2. Face samples
We show more face samples corresponding to the exper-

iments in the main paper. See Figure 1 to 14.

3. Bedroom samples
We show bedroom samples corresponding to the exper-

iments in the main paper. See Figure 15 to 29. In gen-
eral, LSUN bedroom dataset is more challenging to a GAN
model because of lack of image alignment. However, Pro-
GAN [4] still performs equally well on this dataset and does
not affect our conclusions in the main paper.

References
[1] Marc G Bellemare, Ivo Danihelka, Will Dabney, Shakir Mo-

hamed, Balaji Lakshminarayanan, Stephan Hoyer, and Rémi
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Figure 1. Face samples from CelebA real dataset [5]
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Figure 2. Face samples from ProGAN [4]



Figure 3. Face samples from SNGAN [7]



Figure 4. Face samples from CramerGAN [1]



Figure 5. Face samples from MMDGAN [2]



Figure 6. Arbitrary face samples from the setup of {real, ProGAN seed v#i} where i ∈ {1, ..., 10}.



Figure 7. Filtered face samples from the setup of {real, ProGAN seed v#i} with the top 10% largest Perceptual Similarity [10] to real
dataset distribution.



Figure 8. Arbitrary face samples without attack from the setup of {real, ProGAN seed v#i}.



Figure 9. Arbitrary face samples with noise attack from the setup of {real, ProGAN seed v#i}.



Figure 10. Arbitrary face samples with blur attack from the setup of {real, ProGAN seed v#i}.



Figure 11. Arbitrary face samples with cropping attack from the setup of {real, ProGAN seed v#i}.



Figure 12. Arbitrary face samples with JPEG compression attack from the setup of {real, ProGAN seed v#i}.



Figure 13. Arbitrary face samples with relighting attack from the setup of {real, ProGAN seed v#i}.



Figure 14. Arbitrary face samples with the combination attack from the setup of {real, ProGAN seed v#i}.



Figure 15. Bedroom samples from LSUN real dataset [9]



Figure 16. Bedroom samples from ProGAN [4]



Figure 17. Bedroom samples from SNGAN [7]



Figure 18. Bedroom samples from CramerGAN [1]



Figure 19. Bedroom samples from MMDGAN [2]



Figure 20. Arbitrary bedroom samples from the setup of {real, ProGAN seed v#i} where i ∈ {1, ..., 10}.



Figure 21. Filtered bedroom samples from the setup of {real, ProGAN seed v#i} with the top 10% largest Perceptual Similarity [10] to
real dataset distribution.



Figure 22. Arbitrary bedroom samples without attack from the setup of {real, ProGAN seed v#i}.



Figure 23. Arbitrary bedroom samples with noise attack from the setup of {real, ProGAN seed v#i}.



Figure 24. Arbitrary bedroom samples with blur attack from the setup of {real, ProGAN seed v#i}.



Figure 25. Arbitrary bedroom samples with cropping attack from the setup of {real, ProGAN seed v#i}.



Figure 26. Arbitrary bedroom samples with JPEG compression attack from the setup of {real, ProGAN seed v#i}.



Figure 27. Arbitrary bedroom samples with relighting attack from the setup of {real, ProGAN seed v#i}.



Figure 28. Arbitrary bedroom samples with the combination attack from the setup of {real, ProGAN seed v#i}.



Figure 29. Visualization of bedroom model and image fingerprint samples. Their pairwise interactions are shown as the confusion matrix.
It turns out that image fingerprints maximize responses only to their own model fingerprints, which supports effective attribution.


