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This supplementary material presents more results, both
visually and numerically, which were not included in the
main manuscript.

1. Qualitative Ablation Studies
In this section, we show the qualitative results for the

ablation studies in the following three aspects.

1.1. Alternative intermediate supervision

There are several variants to train our HEMlets model:
a) only the 3D joint loss L3D

λ is used (denoted as “Base-
line”), b) both L3D

λ and 2D joint loss L2D are used (“w/ 2D
joint loss”), c) both L3D

λ and our HEMlets loss LHEM are
used (“w/ HEM loss”), d) all of the three losses are used
(“Full loss”). The qualitative results of 12 examples (sam-
pled from Human3.6M [1]) are shown in Fig. 1. As can be
seen from Fig. 1, the model trained with “Full loss” achieves
the best visual performance.

1.2. Variants of HEMlets

As presented in the main manuscript, there are two pri-
mary variants of the proposed HEMlets representation, i.e.,
“5s-HEM” and “2s-HEM”. The qualitative results of 8 ex-
amples, sampled from Human3.6M [1], are shown in Fig. 2.
As shown, the proposed HEMlets generates the pose esti-
mation results of better visual quality than the others.

1.3. Fine-tuning with additional datasets

As presented in the main manuscript, there are two recent
datasets [4, 5] that provide relative depth ordering annota-
tions. Numerical comparisons for augmenting datasets [4,
5] have been reported in our main manuscript (Sec. 4.3). In
this supplementary material, we give some visual results on
MPI-INF-3DHP [3] for the finetuned models when using
different additional datasets, which are shown in Fig. 3. We
find the model finetuned with FBI [5] produces better pre-
dictions than the ones trained additionally with Ordinal [4].

2. More Qualitative Results
This section provides more qualitative results on Hu-

man3.6M [1] in Fig. 4, HumanEva-I [6] in Fig. 5 and Leeds
Sports Pose (LSP) [2] in Fig. 6.

3. Video Results for Additional Evaluation
We also provide two videos for visual inspection.

“Human36Mcomparison.mp4” This video shows both
visual and numerical comparisons of our HEMlets method
with the state-of-the-art [7], on one of the most challeng-
ing actions in Human3.6M [1]. Specifically, the video clip
of “SittingDown” from the test sequence of Human3.6M is
used (SittingDown.60457274 in S11). For fair comparison,
the model of [7] is obtained after re-training with the same
hardware settings as ours (the parameters are set to follow
the details reported in [7]). The bottom draws the per-frame
prediction errors of these two methods.

“MPIINF3DHPeval.mp4” This video demonstrates the
visual results generated by our method on one example se-
quence of MPI-INF-3DHP [3]. The results seen from two
different perspectives are shown.
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Figure 1. The qualitative results on several sampled examples from Human3.6M [1], based on alternative intermediate supervisions. The
groundtruth pose is shown in dashed line.

Figure 2. We sample 8 examples from Human3.6M [1]. For each example, the results of “5s-HEM” , “2s-HEM” and “HEMlets” are shown.
The groundtruth pose is shown in dashed line.



Figure 3. The qualitative results for 6 sampled examples of MPI-INF-3DHP [3], using different additional datasets. For each example, we
present the input RGB image, the 3D human pose predicted by three different models. The groundtruth pose is shown in dashed line.

Figure 4. The qualitative results of the presented approach on Human3.6M [1]. The examples are randomly picked from the test set of
Human3.6M [1]. For each example, two different views of the predicted 3D human pose are shown.



Figure 5. The qualitative results of the presented approach on HumanEva-I [6]. The three column blocks correspond to the three validation
sequences “S1”, “S2” and “S3”, respectively. The examples are randomly picked from those three sequences. For each example, two
different views of the predicted 3D human pose are shown.



Figure 6. The visual results predicted by our method on Leeds Sports Pose (LSP) [2]. They demonstrate the great generalization ability of
the proposed approach.


