
Supplementary Materials for Asymmetric Non-local Neural Networks for
Semantic Segmentation

A. Quantitative comparisons on COCO-Stuff-
10K and NYUD-V2

Following the training and evaluation protocols of
DeepLab-V2 [1] and RefineNet [5], our method achieves
competitive results on the two datasets using single scale
whole image testing, as shown in Tab. 1. As NYUD-V2 [7]
is a small benchmark and COCO-Stuff-10K is quite chal-
lenging and large, these results further verify the effective-
ness of our method on both small and large benchmarks.

Method Backbone mIoU (%) Method Backbone mIoU (%)
RefineNet [5] ResNet-101 33.6 Piecewise [6] VGG16 40.6
CCL [4] ResNet-101 35.7 RefineNet [5] ResNet-101 43.6
Ours ResNet-101 37.2 Ours ResNet-101 44.4

Table 1: Comparisons on COCO-Stuff-10K (Left) and NYUD-V2 (Right)
datasets. Results of the competing methods are taken from their papers.

B. More ablation results

Qualitative comparisons. We also give the qualitative
comparisons of our Full (+ AFNB + APNB) method with
other variants of our model in Fig. 1. In summary, our Full
method shows the best semantic consistency and the least
inconsistency artifacts while +AFNB and +APNB fail in
some cases. The results also indicate AFNB and APNB is
complementary to each other and the combination of them
is beneficial to improve the performance.

Selection of the fusing layers. Fusing features from multi-
levels is effective in many computer vision tasks. However,
it still requires a lot of trials to find a good combination of
the fusing layers. For semantic segmentation, the last sev-
eral layers of the network contain plenty of features with se-
mantic information, which is critical for better performance.
Hence, we only combine the features from the shallow lay-
ers to the deep layers in a top-down manner. The responses
are summed up if a certain layer receives more than two
fusion invitations. The results are listed in Tab. 2. An ob-
vious conclusion is that fusing only the features of Stage4
and Stage5 brings a considerable improvement while keep
fusing more layers will only hurt the performance.

We conclude a possible intuitive reason: features from
the early stages are generic to most tasks, while the last two
are task-specific. Therefore, merging the features of the last

several stages is more effective for a specific task. In the
supplementary materials, we compare the feature visualiza-
tions of the outputs of all 5 stages of network trained on
segmentation benchmark Cityscapes [2] and of that trained
on classification benchmark ImageNet [3], using the same
backbone network ResNet-101 to demonstrate our guess.

As can be seen in Fig. 2, we compare the feature visual-
izations of the outputs of all 5 stages of network trained
on segmentation benchmark Cityscapes [2] (Lower) and
of that trained on classification benchmark ImageNet [3]
(Upper), using the same backbone network ResNet-101.
Comparing the two networks’ feature visualizations of the
same stage, the features are quite similar in the first three
stages while differs hugely in the last two. This observation
accord with our guess. Note our experiment results partially
conforms to the conclusions in ExFuse [8], further validat-
ing the effectiveness of fusing only the last two stages.
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Figure 1: Qualitative comparisons among Full model and other variants of our model. The red circles indicate where Full model is superior to other model
variants.
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Figure 2: Feature visualization of different stages on ResNet-101. The Upper row represents visualizations from network trained on classification dataset
ImageNet [3]. The Lower row represents visualizations from network trained on scene segmentation dataset Cityscapes [2].
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