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Abstract

In e-commerce, product content, especially product im-

ages have a significant influence on a customer’s journey

from product discovery to evaluation and finally, purchase

decision. Since many e-commerce retailers sell items from

other third-party marketplace sellers besides their own, the

content published by both internal and external content cre-

ators needs to be monitored and enriched, wherever possi-

ble. Despite guidelines and warnings, product listings that

contain offensive and non-compliant images continue to en-

ter catalogs. Offensive and non-compliant content can in-

clude a wide range of objects, logos, and banners conveying

violent, sexually explicit, racist, or promotional messages.

Such images can severely damage the customer experience,

lead to legal issues, and erode the company brand. In this

paper, we present a computer vision driven offensive and

non-compliant image detection system for extremely large

image datasets. This paper delves into the unique chal-

lenges of applying deep learning to real-world product im-

age data from retail world. We demonstrate how we resolve

a number of technical challenges such as lack of training

data, severe class imbalance, fine-grained class definitions

etc. using a number of practical yet unique technical strate-

gies. Our system combines state-of-the-art image classifica-

tion and object detection techniques with budgeted crowd-

sourcing to develop a solution customized for a massive,

diverse, and constantly evolving product catalog.

1. Introduction

By nature, humans are visual learners. A single snapshot

of a product provides more information about the product

than a wall of text. According to a research from “Nielson

Norman”[20], only 16% of the readers actually read word-

for-word and 79% only gloss over the highlights. In e-

commerce, good quality images help customers understand

the product better, motivate them to read about it, and build

customers’ trust in the product quality. This eventually in-

creases the chance of actual purchase by the customer.

Despite the well-known importance of images, e-

commerce retailers, especially the ones who allow market-

place items from 3rd party sellers, struggle to control im-

age quality. Both external and internal content creators are

expected to meet the retailer’s Trust & Safety guidelines.

However, these guidelines constantly change and expand,

which makes it incredibly difficult for e-commerce retailers

to ensure that external content providers are complying with

guidelines. This is why e-commerce retailers are interested

to automate the process of content validation and filtering

using computer vision and related technology.

Figure 1. Examples of offensive/non-compliant content : i) nudity

ii) sexually explicit iii) assault rifle iv) toy resembling assault rifle)

Trust & Safety guidelines usually encompass following

broad categories:

1. Offensive Images: Figure 1 shows various types of of-

fensive images. The examples include images that

have nudity, sexually explicit content, abusive text, ob-

jects used to promote violence, and racially inappro-

priate content.

2. Non-compliant Images: Most e-commerce retailers

have published compliance guidelines on what can be

2247



Figure 2. Which product would you choose? Promotional logos

such as “best seller” is considered non-compliant.

Figure 3. Examples of marketing badges (includes award badges,

the seal of excellence, best-price guarantee, lowest price, made in

USA, manufactured/assembled in USA, etc.)

sold on their platform. Figure 1 [iii] and [iv] shows im-

ages of products that are non-compliant such as assault

rifles and a toy that resembles assault-style rifle.

3. Logos and Badges : A wide range of logos and ban-

ners are considered non-compliant too. In Figure 2,

the image located second from the left uses a self pro-

claimed marketing logo to lure the customer to click

on it. This is a common malpractice and such logos are

considered non-compliant. Other non-compliant logo

types include competitors’ logos, inaccurate manufac-

turing country logos (e.g., Made in USA logo), and

many others (as seen in Figure 3).

Traditionally, the retailers try to address this problem ei-

ther by displaying a disclaimer on the website that the dis-

played content is not owned by the retailer, or by allowing

the customers to report non-compliant content so that they

can be filtered by a human workforce. Unfortunately, these

options do not protect the customer from having an unpleas-

ant experience from seeing such images. Also, the dis-

claimer often goes unnoticed and the retailers brand value

is tarnished. Most importantly, these solutions do not scale.

In this paper, we present a computer vision based system

that automates the image detection and filtering process for

an extremely large catalog of images, and helps the retailer

enforce its compliance terms and conditions. We discuss

in detail how we blend human expertise with state-of-the-

art deep learning models to overcome a number of data and

system level technical challenges outlined in Section 2.

The core learnings from this system can be utilized by

any system that serves image or other visual content to hu-

man users on the web such as social media feeds, ads plat-

forms, etc.

2. Technical Challenges

The proposed system is designed to address a number of

data and system-level challenges as described below:

Figure 4. Challenge 3: Non-compliant category (e.g. Best Seller

Badges) has various forms in which it can appear on images.

1. Lack of Usable Training Data : Most non-compliant

images are hard to find. In most cases, the first ex-

ample is discovered and reported by a customer. Even

if we collect similar images from various sources on

the internet, it is tens of labeled data points at best.

Manual tagging is prohibitively expensive because the

crowd needs to review thousands of images to find one

true non-compliant example.

2. Scale and Variation in Catalog: E-commerce cat-

alogs of large retailers have hundreds of millions of

products, across tens of thousands of product cate-

gories. Additionally, the non-compliant content of any

given type can appear across several, if not all, product

categories. For example, the “best-price” logo can ap-

pear on images of products from any category. More-

over, the catalog data keeps changing. Creating a big

enough training set that is a true representative of the

catalog is difficult and expensive.

3. Variety of Defining Examples: A single non-

compliant type can appear in multiple forms (e.g., a

best seller badge) (Figure 4). We need to ensure that

our models are generalized enough to capture various

forms of infractions for a single use case.

4. Custom and Fine-Grained Class Definitions : The

non-compliance guidelines often apply to a certain

form or variation of an object. For example, most

e-commerce websites allow hunting rifles but not as-

sault rifles. From a machine learning point of view,

differentiating between assault rifle and hunting rifle

images falls into the category of fine-grained classifi-
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cation which is challenging. Similarly, the image of a

person wearing a swimwear is acceptable, but a picture

of a nude person which is visually close to the former

is not acceptable. This also means standard object de-

tectors that detect guns or people would not suffice to

solve our problem. An even more difficult manifesta-

tion of the problem is the case where certain images

(such as a swimwear) are deemed offensive because of

the pose or expression of the person, but other images

featuring the same person are considered acceptable.

5. Constraints on using text: Even though each product

comes with large amount of rich textual data, they are

not easy to use for this problem. It is quite common

for a compliant product to have a non-compliant im-

age (e.g., a music CD with a nude photo on the CD) or

vice versa. A title-based detector would fail to capture

such an example. Alternately, optical character recog-

nition (OCR) can be used to extract non-compliant text

from the images alone. However, OCR works only if

the image meets certain conditions. Also, OCR cannot

capture a wide range of problems, such as nudity or an

assault rifle, where there is no text on the image.

3. Related Work

The importance of images in e-commerce is well studied.

Online shoppers often use images as the first level of infor-

mation. Also, item popularity highly depends on the image

quality [29]. [7] provides deeper understanding of the roles

images play in e-commerce and shows evidence that better

images can lead to an increase of buyers’ attention, trust,

and conversion rates.

Image classification models based on skin detection

techniques [1] have been proposed for nudity detection.

Skin regions are detected based on color, texture, contour,

and shape information features. [30] uses maximum en-

tropy distribution to detect the skin regions in the image.

Traditionally, logo/badge recognition has been addressed

by keypoint-based detectors and descriptors [15, 23, 14],

feature detection (using SIFT, SURF, BRIEF, ORB), and

feature matching (using Brute-Force, FLANN matcher)

[18] and classical template matching [19]. From our ex-

perience, these techniques do not work well for a catalog

that contains millions of products. A few deep learning

based logo detection models have been reported recently

[3, 26, 9, 13, 10]. All of these techniques are tested on pub-

licly available brand-logo datasets like BelgaLogos [14],

FlickrLogos-32 dataset [24] or PL2K [10].

Recent advances in deep learning have brought neural

nets to the forefront of image classification. A number

of deep learning architectures such as Alexnet [16], VGG

net [25], residual network [12], Inception [27, 28], and

Nasnet [31] have been proposed. In this paper, we exper-

imented with Resnet and Inception architectures that were

Figure 5. Proposed offensive and non-compliant image detection

framework

pre-trained on an Imagenet [6] dataset, and then retrained

on our images.

Object detection deals with detecting instances of se-

mantic objects of a certain class and identifying the location

of them. Some well-known object detectors are SSD[17],

Region-based object detection[11], YOLO[21], R-FCN[5],

and Faster R-CNN[22].

Generating synthetic training data allows for expanding

plausibly ground-truth annotations without the need for ex-

haustive manual labelling. This strategy has been shown to

be effective for training large CNN models, especially when

sufficient training data is not available [8, 9].

4. Proposed Detection Framework

In this paper, we propose a computer vision powered

framework, as outlined in Figure 5, for sparsely occurring

content detection from images. In order to address the ex-

treme scale, diversity, and dynamism of our dataset, we de-

viate from conventional approaches and innovate in a cou-

ple of ways.

1. Iterative Training: Unlike well-posed machine learn-

ing problems, we often start with a handful examples

of offensive/non-compliant images. Hence, we collect

data from various auxiliary sources and iterate a few

times, as described in Section 4.1 to build training data.

2. Transfer Learning: It is impossible to train a neural

net from scratch with the limited data we have. Hence,

we leverage pre-trained networks and fine tune them

with small but carefully crafted training data. Different

training approaches are discussed in Section 4.2.

3. Multi-stage Inference: In order to scale, we pro-

pose to combine faster and lightweight classifiers with

slower and deeper object detection networks. (Sec-

tion 4.3)

4.1. Training Data Augmentation

Standard image data augmentation techniques such as

translation, flip, rotation, color/contrast adjustment and

noise incorporation are not sufficient for our application be-

cause we often start with a minuscule number of images.
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We use the above mentioned controlled transformations, but

we go beyond them and use additional novel techniques de-

scribed below to solve the class imbalance problem

4.1.1 Visually Similar Image Search

As the first strategy, we leverage pre-indexed databases that

are created to store signatures from millions of images and

allow fast retrieval of similar images. The signatures are

created from an Inception-v3 based deep learning model

trained on all of catalog images for the purpose of prod-

uct categorization. The embeddings from this model are

re-used for various classification and retrieval tasks because

they are generic representations of the deep latent factors of

the image. In another variation, the signatures are created

from VGG16 fc1 layer and then binarized to facilitate ef-

ficient indexing. Depending on number of images and the

signature size, either FAISS or an ElasticSearch is used for

indexing and approximate nearest neighbor search.

Figure 6. Building training data using visual search

As shown in Figure 6, for every training image, we com-

pute its embedding using either model and then retrieve its

nearest neighbors. We manually review the top few results

and add some of them to the training set. Similar yet non-

offensive images are added as valuable negative training

data. For example, search with an image with nudity often

retrieves underwear or lingerie model images which are not

deemed offensive, but they serve as valuable training data.

4.1.2 Superimposition of Offensive Content

The above technique is effective for use cases where the

entire object is prohibited such as assault rifle. However,

we propose a different method for use cases like logos and

badges where the problematic content is a very small part

of the product image. Similar image search in such case

would not work because the deep learning based signatures

have more information about the main object in an image.

For example, search by a hat with a certain brand logo will

retrieve various hat images, not images of other products

with the same brand.

Figure 7. Step a & c: Synthetic data generation using superimpo-

sition

Figure 8. Step d: Used training logo (top-left from figure 7) and

applied random scaling, rotation and translation to generate a posi-

tive training sample as image (ii). Similarly, testing logo (top-right

from figure 7) used to generate a test sample as image (iii). Image

(iv) - Use similar-looking compliant logos collected in step b for

superimposition.

We address this issue by generating synthetic training

images in the following manner:

(a) We collect a large number of different-looking logos

from the internet or from the data provider. We split

the logo images into train and test sets (Figure 7).

(b) Not only non-compliant logos, we also collect images

of similar-looking compliant logos whenever we have

information about them. They will contribute to valu-

able negative examples. For example, confederate flag

and Mississippi flag are quite similar looking.

(c) We tightly crop the logo images, leaving no space

around and make the image transparent. (Figure 7)

(d) We apply controlled transformations on the logos, and

then superimpose these logos on regular compliant im-

ages to make a non-compliant training or test sample.

(Figure 8 - [ii] and [iii]). Compliant logos are used to

create compliant training or test samples (Figure 8 -

[iv]). Transformations include random scaling, rotat-

ing, orienting, flipping, translating, mangling, and/ or

distorting the non-compliant content. (Figure 8 - [ii]

and [iii])

Starting with approximately 100,000 compliant images

sampled across the catalog representing all product cate-

gories, we apply the above mentioned steps to synthesize

100,000 positive samples for each type of non-compliant

logo. Steps (b) and (d) help the model generalize better and

reduce false positive rate. Since we know the exact location
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of superimposition for every image, this process generates

a large number of images with logos as well as accurate lo-

cations. Obtaining the bounding boxes at no cost is a big

advantage of this synthetic data generation technique, as

it dramatically reduces the cost of image annotation when

training object detection models.

4.1.3 Crowdsourcing on Baseline Model Predictions

Figure 9. Manual verification of high confidence predictions from

baseline predictions create better training data

We use the training data generated through the above

mentioned processes to build shallow linear classifiers,

small neural nets and heuristic based classifiers. In some

case, we have access to commercially available classifiers

from 3rd party. All of these serve as baseline predictors that

work as low precision and moderate recall. They are not

nearly as good as the required level, however, we use them

for a specific purpose (Figure 9). We run them on thousands

of images from the catalog to generate predictions with con-

fidence score. Depending on the available crowdsourcing

budget, we decide on a confidence threshold. We send only

the ones with confidence above that threshold to crowd or

trained manual reviewers. They verify the baseline predic-

tions and hence, generate high quality training data. Use

of baseline predictors dramatically increases the return on

investment for labeling because the high confidence predic-

tions are more likely to be accurate.

4.2. Model Training

Depending on the amount of training data and the size

and shape of the content to be detected, we employ one of

the following three approaches.

4.2.1 Classifiers on Deep Embeddings

For problems like nudity and weapon detection, we build a

classifier on top of image embeddings (Figure 10) extracted

from a dense layer of the image similarity model mentioned

in Section 4.1.1. This model is pre-trained on images from

the entire product catalog. We experiment with Logistic Re-

gression and Random Forest as classifier using a dataset of

embeddings computed from the training set.

Figure 10. Approach 1: Classifiers on Deep Embeddings

Figure 11. Approach 2: Retrain Last Layers of Deep CNN

4.2.2 Fine-Tuned Deep Neural Nets

For problems like logo where a pre-trained model is less

likely to have learnt the concept or the object we need to

detect, we retrain the last few layers of that pre-trained

network with out data (Figure 11). We experiment with

Resnet50 and Inception-V3, which were both pre-trained on

Imagenet dataset. We remove the classification layer and

add a fully connected layer and a softmax at the end. We

vary the number of residual layers or the inception blocks

to be retrained, to find optimal performance.

4.2.3 Object Detection

We use object detection for problems where fine-tuned clas-

sification networks do not perform well enough and we have

images with annotated bounding boxes. We retrain Faster

R-CNN to detect smaller objects such as logos, and we

retrain YoloV3 to detect medium to large objects such as

frontal nudity, sex toys or assault rifles. For YOLOV3, we

run K-means clustering on the annotation boxes in the train-

ing data to determine a set of anchor boxes that represent

the objects to be detected. The choice of K is domain and

problem dependent. To give an example, we use K = 2

for nudity detection after carefully examining samples the

training dataset. The upper and lower body nudity seems to

have been captured by two different types of anchors.

Catalog images often have multiple figures/objects in-

side one image. Hence, during inference, both YOLOV3

and Faster R-CNN output one or many boxes with labels

and confidence scores. For each image, we use the label of

the box with highest confidence score as long as the confi-

dence is above a threshold determined based on a hold-out

set. The images labeled offensive are blocked or sent to hu-

man reviewers. Even if they flag the images as compliant,

these images contribute as valuable training data. The ob-

ject detector output is relatively more explainable than the

classification methods because of the boxes.
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Figure 12. An example justifying the switch to object detectors

from classification models.

Table 1. Approaches tried in different detection problems

Problem
Classifier on

Embedding

Deep

Neural Net

Object

Detection

Nudity Y Y Y∗

Weapons Y Y∗ N

Logo N Y Y∗

4.2.4 Selection of Training Method

A mix of intuition and data-driven insight drives the choice

of technique for a given problem. To give an example, as we

wanted to understand why the prediction from fine-tuned

deep networks was wrong for a couple of logo test images

(Figure 12), we first assumed that model is not generalizing

well on different variants of the logo. In the example, image

A and B both are non-compliant with different versions of

Made In USA logo. While the model works perfectly fine

on Image A, it was unable to detect Image B. To test our

hypothesis, we created Image C which does not contain a

logo at all, and image D that contains the exact same logo

that was detected in A. The classification model could not

detect the logo in image D, suggesting that the model was

making decisions primarily by recognizing the main object

and not the logo. Since it would be prohibitively costly to

create a dataset comparable to the product catalog in terms

of size and variety, we decided to switch to an object detec-

tor for the logo problem.

Table 1 presents which approach resulted in best perfor-

mance for which problem. The ones tried are marked as Y,

the best-performing one is marked with an asterisk.

4.3. Inference Strategy

In addition to model accuracy, two major driving factors

of our system are time and compute resource cost. Run-

ning every image of the catalog through an array of deep

learning models is prohibitively slow and costly. To address

this issue, we make use of the observation that most non-

compliance issues are more likely to appear within certain

product categories. For example, nudity is most likely to

be found in images of people, paintings, sculptures, CDs,

carpets, books and posters. Assault rifle images are more

likely to be found in hunting gears, toys, and books. This is

why we use a broad image classifier as an entry-level filter

(Figure 13). This first-level classifier (L1) classifies an input

Figure 13. Two-stage classifiers for non-compliance issues(like

nudity/weapons) that only occur in selected product categories.

For non-compliance issues(like logos) which can occur in any

product category, we use single-stage inference(not shown in dia-

gram).

image into one of the major types, such as a person, book,

painting etc. Depending on the type of image, it is send to

one or more second-level detectors (L2) that are slower in

inference and are trained to catch a particular non-compliant

category. For example, an image of a person is expected to

pass through the nudity detector, an image of a toy is ex-

pected to pass through the weapon detector, and so on. If an

image does not fall into any of the product types associated

with non-compliant categories, it is classified as ‘rest’ and it

does not go through any L2 detectors. For non-compliance

issues like best-seller logo which can occur on product im-

ages from any category, we use single-stage inference.

5. System Overview

The core models for nudity and weapon detectors are de-

veloped in Keras and served through Flask. The logo de-

tector is based off a Tensorflow based implementation and

served using Tensorflow-serving. To allow fast and reli-

able processing of hundreds of thousands of images every-

day, the models are wrapped into microservices deployed

through Docker. These microservices are integrated with

the the overall image classification engine, as shown in Fig-

ure 14.

Figure 14. Overall System architecture

New product data including images is constantly fed to

our e-commerce catalog by suppliers and sellers. The clas-
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sification engine channels them to a Kafka queue. The

queue is read by an orchestrator module that does some

pre-processing such as size and format validation. Then,

channels the image information to a number of queues ded-

icated to different detector micro-services. Each micro-

service keeps reading from its own queue, processes the

image with the model it hosts, and posts the results to a

post-processing stream. Images that are flagged as non-

compliant with high confidence are automatically removed

from the catalog and the corresponding product is blocked.

Images flagged with low confidence are pushed to a man-

ual review pipeline. Based on the manual review budget,

these images are reviewed in the priority assigned by the

confidence score. Sellers and suppliers are given feedback

through a dashboard that allows them to review and appeal

their blocked content. This image classification system is

designed to fit in a bigger product image selection system

as in [4].

6. Results

In this section, we present all the experiments for “Best

Seller” logos and nudity which represent non-compliant

category and offensive category respectively. Experiments

for other problems are similar in nature and have produced

similar results and inferences.

Figure 15. ROC curves based on Approach 2 and 3 for Logo De-

tection

Figure 16. F1-Score for Logo Detection for various confidence

thresholds

“Best Seller” logos: In this section, we compare the

Faster R-CNN based detector that performs best against a

number of other techniques. All the experiments were per-

formed on a 700,000 train and 140,000 test set resized to

300X300. We first tried a number of baseline feature match-

ing techniques such as SIFT and ORB feature descriptors

followed by FLANN or BruteForce Matcher. We also tried

multi-scale template matching. The results from these tra-

ditional techniques were not satisfactory, as shown in Ta-

ble 2. The best f1-score is about 38%. The deep learning

techniques performed much better, as shown in Figure 15

and 16. Linear classification of deep embeddings ((Sec-

tion 4.2.1) is not applicable for logos. As for fine-tuned

deep nets (Section 4.2.2), we retrained the last one, two, and

all inception layers of a pre-trained InceptionV3. We also

experimented with an in-house visual search model which

is trained on the entire set of catalog images. We retrained

its last one and two layers, the results for which are labelled

as omni 1layer and omni 2layer in Figure 15 and 16. As

seen in Figure 15, results from the InceptionV3 and the re-

trained visual search model are comparable to each other.

For Faster R-CNN, we used Inception V2 as feature ex-

traction net, pre-training on Coco dataset, momentum op-

timizer with initial learning rate of 0.0001 and IOU of 0.5.

Figure 16 indicates that the f1-score of the Faster R-CNN

model is 100% better than the retrained classification net-

works at a confidence score of 0.85.

We chose Faster R-CNN since it is known for deliver-

ing high accuracy on small objects such as logos. Faster

R-CNN is one of the slower models among the popular ob-

ject detection networks. Since our distributed architecture,

designed based on queues allows higher inference time for

image analysis, we consciously chose accuracy over infer-

ence time.

Figure 17. Manual Review Decision for images flagged by third

party API for nudity detection

Nudity: Many commercial solutions for detecting nudity

or sexually explicit content is available. Hence, we started

one such third-party API that accepts an image and returns

two scores, namely Adult Score and Racy Score, to quantify

its offensiveness. The images with the two aforementioned

scores above a certain threshold were sent for manual re-

view to crowd workers. Since the third-party API is trained

on different distributions of nude/sexual images compared
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Table 2. Results for Baseline Logo Detector using traditional approaches

TECHNIQUE PRECISION (% ) RECALL (% ) F1-SCORE (% )

SIFT + FLANN MATCHER 38.67 13.77 20.30

SIFT + BRUTEFORCE MATCHER 100.00 23.60 38.19

ORB + FLANN MATCHER 49.80 8.43 14.42

ORB + BRUTEFORCE MATCHER 47.71 4.17 7.66

MULTI-SCALE TEMPLATE MATCHING 45.55 4.43 8.08

Table 3. Results for Nudity Detector

TECHNIQUE PRECISION (% ) RECALL (% ) F1-SCORE (% )

3RD PARTY API + MANUAL REVIEW X X X

DEEP EMBEDDING + LINEAR

CLASSIFIER (APPROACH 1) +30 +34.5 +14

RESNET50 (APPROACH 2) +32 +40 +35.5

INCEPTION-V3 (APPROACH 2) +51 +49 +49.5

OBJECT DETECTION (APPROACH 3) +55 +67 +54

to those in our catalog, the API returned a large number of

false positives. As Figure 17a suggests, the percentage of

images accepted by the crowd (denoted by orange dots) is

far less than the count of those rejected by the crowd (de-

noted by blue dots). The FPR varies across categories (Fig-

ures 17b and 17c), but it is on the higher side regardless.

A month-long study of the manual review data revealed

that (1) the presence of actual positive instances (nude im-

ages) was concentrated in a few segments of the catalog,

(2) even within those categories, the distribution of positive

and negative instances varied widely. Based on these obser-

vations, we fine-tuned the overall threshold and introduced

category-specific thresholds. Even with all these changes,

the best f1-score we could achieve was below 25%.

Nevertheless, the above baseline helped us create a larger

training set for the deep learning approaches. Based on

crowd responses for different categories, we built a train-

ing set that has enough representation of both positive and

negative labels across all categories.

With the carefully crafted training and test data from

baseline method, we experimented with three approaches

shown in Table 3. This internal dataset contains about 5,000

positive training images with manually annotated bound-

ing boxes and about 8000 test images, combining positive

and negative classes. The goal of these experiments is to

find a method that suits our use case/data, so absolute per-

formance numbers are not presented. Instead, in Table 3,

we compare a number of candidate techniques against the

baseline method shown in bold with an x. The results from

deep embedding based linear models (Approach 1 from

Section 4.2.1) and fine-tuned classification networks (Ap-

proach 2 from Section 4.2.2) are much better than the base-

line. Also, fine-tuned Inception v3 performs better than

fine-tuned Resnet50. Since Approach 1 use signatures from

a model trained on e-commerce catalog images and Ap-

proach 2 models are only pre-trained on Imagenet, the for-

mer technique generalizes better on new unseen images.

Training the base model for Approach 1 is costlier though.

Approach 2, which is based on a model trained on Imagenet,

can be retrained faster with less data. In general, we observe

that the quality and quantity of the data has a greater impact

than the modelling choice. Finally, Approach 3 (YOLO v3

pre-trained on COCO and then fine-tuned) outperforms the

rest. It achieves 54% lift in f1-score from the baseline.

We benchmark our nudity detector against the static im-

ages of NPDI dataset[2]. It contains 6387 / 10387 frames

from porn / regular videos respectively. Since NPDI ran-

domly selects frames from videos, we found about 15%

of Porn-labeled frames had no nudity. Similarly, nonPorn

frames contain bare-bodied males / females in casual set-

tings. So, for a fair analysis of the model we had to remap

Porn/non-Porn label to Nude/non-Nude in ecommerce con-

text. Our model correctly classifies 98.8% frames as non-

Nude and 95.38% as Nude.

7. Conclusion

In this paper, we present a computer vision powered sys-

tem that detects and removes offensive and non-compliant

images from an e-commerce catalog containing hundreds of

millions of items. In addition to describing the core models

of the system, we discuss the technical challenges of build-

ing a system at such a scale, namely, lack of training data,

extreme class imbalance, and a changing test distribution.

We also describe the critical refinements made to the data

and to the modeling techniques to effectively overcome the

challenges. This system is already deployed in production

and it has processed millions of product images.

We plan to continue the work towards combining im-

age and textual signals from products to build a more effec-

tive model. We are also trying to allow the system to de-

tect unforeseen types of non-compliant cases with minimal

amount of re-training and fine tuning of existing parameters.

The strategies adopted and the insights gained can be
leveraged by content-serving web-based platforms from
other domains as well.
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