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Abstract

In this paper, we propose a two-stage fully 3D network,

namely DeepFuse, to estimate human pose in 3D space by

fusing body-worn Inertial Measurement Unit (IMU) data

and multi-view images deeply. The first stage is designed

for pure vision estimation. To preserve data primitiveness

of multi-view inputs, the vision stage uses multi-channel

volume as data representation and 3D soft-argmax as ac-

tivation layer. The second one is the IMU refinement stage

which introduces an IMU-bone layer to fuse the IMU and

vision data earlier at data level. without requiring a given

skeleton model a priori, we can achieve a mean joint er-

ror of 28.9mm on TotalCapture dataset and 13.4mm on Hu-

man3.6M dataset under protocol 1, improving the SOTA re-

sult by a large margin. Finally, we discuss the effectiveness

of a fully 3D network for 3D pose estimation experimentally

which may benefit future research.

1. Introduction

As a fundamental technique for many applications (e.g.,

Virtual Reality (VR), Human-Computer Interaction (HCI),

and animation making), human pose estimation is a long-

standing research problem and has received significant at-

tention from both academia and industry.

While 2D human pose estimation has been extensively

studied in the literature (thanks to the availability of large

manually-annotated datasets), existing 3D human pose es-

timation techniques still have many limitations. Marker-

based vision solutions (e.g., Vicon [49]) are able to achieve

high accuracy in recovering 3D human pose and position,

but they require sophisticated setup for the surrounding

cameras as well as carefully-calibrated markers on human

body. Markerless vision solutions (e.g., Kinect and Leap-

Motion) are handier, but they can only capture human pose

within a near range and fail when there is occlusion. Alter-

natively, body-worn IMUs (e.g., Xsens [56]) show remark-

able stability and accuracy in capturing bone orientation,

but they cannot tell the accurate joint positions.

Considering the pros and cons of the two types of sen-

sors, an interesting problem is whether we could fuse the

IMU data and vision data to achieve better results. One

challenging issue for such fusion is that the vision input is

in pixel/voxel format while the IMU input is in quaternion

form. The difference in feature spaces makes it difficult to

directly concatenate them into a single network. Trumble et

al. [47] simply fuse the results from the two kinds of sen-

sors with a fully connected layer at the end of the network

for regression. Such a straightforward solution does not re-

alize the potential benefits of combining the two modali-

ties. To tackle this problem, some optimization-based solu-

tions try to fuse the data by introducing pre-defined skele-

ton lengths [36, 26, 51]. These solutions, however, requires

pre-defined skeleton data, and thus they cannot be well gen-

eralized for unknown subjects.

To overcome the limitations of the above fusion solu-

tions, we propose DeepFuse, a novel IMU-aware network

that can fuse the two modalities deeply by introducing a

soft-argmax layer and an IMU-bone layer in the network.

DeepFuse does not require a given skeleton model a priori,

and hence it can be well generalized to unknown subjects.

Moreover, to make full use of the geometric-related frame

data from multi-view images and preserve data primitive-

ness, we propose a new data representation: multi-channel

volume for multi-view representation. Finally, we propose

a new data augmentation technique, namely Random Shut,

to enhance the generalization capability of our network for

multi-channel volume data.

We test our fusion solution on TotalCapture [47] dataset,

featuring synchronized camera data from 8 viewpoints, 13

body-worn IMUs and high-quality ground truth. Experi-

mental results show that the proposed approach not only

improves the estimation accuracy but also makes the two

modalities of sensors mutually complementary. In addition,

we test our vision-only network on a popular dataset Hu-

man3.6M [16] and achieve state-of-the-art results as well.

The main contributions of this work include:

• We propose a new vision-IMU data fusion technique

namely DeepFuse for learning-based 3D human pose

estimation, which deeply fuses data from the two kinds

429



Figure 1: Illustration of kinematics. The position of end

effector Prh, right hand, can be derived through kinematic

chain Prh = R(θ3, t3) ·R(θ2, t2) ·R(θ1, t1) · Proot, where

R(θ, t) is the rotation matrix made from IMU orientation θ
and bone length t. See §2.2 for more details.

of sensors. Unlike previous works, the pre-defined

skeleton model is not required in our method, making

it well generalized to unknown users.

• We propose a new data format namely multi-channel

volume with a corresponding data augmentation algo-

rithm namely Random Shut to process multi-view im-

ages. This data format is able to preserve the geometric

information of cameras and data primitiveness. Abla-

tion study shows that Random Shut is effective in en-

hancing model generalization capability.

• To the best of our knowledge, this is the first work that

applies soft-argmax layer in a fully 3D CNN network

with volumetric input for human pose estimation. Our

method outperforms state-of-the-art result by a large

margin and we provide a detailed analysis to show ef-

fectiveness of 3D soft-argmax with volumetric repre-

sentation by conducting rigorous experiments.

The remainder of this paper is organized as follows. In

Section 2, we review the literature on human pose estima-

tion. Section 3 details our method. Next, we present com-

parative study and ablation study with state-of-the-art works

in Section 4. Limitations is discussed in Section 5. Finally,

Section 6 concludes this paper.

2. Related work

There are mainly three types of human pose estimation

methods: vision-based, IMU-based and hybrid approaches.

2.1. Vision­based human pose estimation

We can generally divide the vision-based tasks into 2D

and 3D human pose estimation.

2D human pose estimation has been extensively explored

by adopting either heatmap-based approaches [15, 32, 44,

45, 9, 6] or regression-based methods [18, 55, 3] that regress

2D image to joint coordinates directly. Specifically, Newell

et al. [29] conduct deep conv-deconv hourglass models

which has been widely used as a backbone network by pre-

vious works [57, 2, 18, 8, 14].

Despite of the success towards 2D pose estimation,

3D pose estimation is yet under explored. Most meth-

ods for 3D pose estimation originate from 2D estimation

work [20, 58, 54, 4]. Generally speaking, heatmap-based

methods [23, 28, 40, 39, 30, 34, 46] show superior perfor-

mance to that of direct regression work [21, 27, 42, 47].

Heatmap-based methods [23, 34, 39, 40] regress volumet-

ric heatmaps from 2D image. Recently, many multi-view

based methods[17, 43, 35, 10, 37, 19] try to get more ef-

fective and accurate information from different views. To

reduce quantization error, some work[39, 23, 30, 24, 31]

introduce soft-argmax layer to replace hard-argmax. The

effectiveness of soft-argmax on networks with 2D images

input has been extensively studied in [39]. However, the ef-

fectiveness of soft-argmax layer in a fully 3D CNN network

with volumetric input for pose estimation has not been ex-

plored yet. We, therefore, conduct rigorous ablation study

to demonstrate the effectiveness of soft-argmax layer in a

fully 3D CNN network, shown in section 4.2.3.

2.2. IMU­based human pose estimation

IMUs measure bone orientation accurately when they are

attached to the human body. According to state-of-the-art

results, the mean measurement error of bone orientation

produced by body-worn IMUs is about 1.65◦[33], while

that by the vision-based method is about 12.1◦[51]. Con-

sequently, they are widely used in applications wherein re-

covering bone orientation is sufficient [50, 33, 41, 38].

However, the IMU-based approach has several critical

limitations when used to estimate human joint positions.

• A pre-defined skeleton model is required to solve a

kinematic chain as shown in Fig 1 to recover joint

positions. Therefore, manual calibration of the skele-

ton model is mandatory for each subject. Marcard et

al. [53] combine IMUs with a skinned multi-person

linear model [22] to recover the joint positions.

• Body skeleton is modeled as a tree-like structure in the

kinematic model. Even if you have obtained correct

limb lengths, the position of end effector node, such as

hand, is determined by all its ancestor nodes, making

estimation error accumulated dramatically.

• Last but not the least, IMU is unable to determine

the position of subjects in world space. Although

theoretically the subject’s positions can be derived

by a double integral of the acceleration data in the

IMU [41, 38], such measurement error dramatically

accumulates over time, making it almost impossible to

calculate subject’s positions.
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2.3. Hybrid approach for human pose estimation

From the above, vision-based approaches are good at ac-

quiring joint positions, but they are sensitive to body occlu-

sion and illumination changes. IMU-based approaches, on

the other hand, are capable of capturing accurate bone ori-

entation stably, but fail to obtain joint positions. A hybrid

solution that is able to fuse the two modalities effectively

would have great potential.

Malleson et al. [26] propose a real-time optimization

approach to fuse multi-view data and IMU data by com-

bining position term, orientation term, pose prior term,

and acceleration term. Particle-based optimization is used

in [36] to constrain orientation cues from IMU and low-

dimensional manifold images cues on an inverse kinematic

model. Trumble et al. [47] propose a learning-based method

to fuse volumetric data and IMU data in deep neural net-

work. Bone orientations captured from IMU are converted

to joint position by applying forward kinematics. And then,

joint positions obtained from the two sources are fused at

the very end of the network by fully connected layers. Con-

sequently, the fusion layer makes limited contributions to

vision tensors. Marcard et al. [51] achieve state-of-the-art

result by solving a graph-based optimization that jointly op-

timizes vision data and IMU data on a SMPL model. They

jointly optimize their model over all frames simultaneously,

making it not applicable for a real-time system. Moreover,

the overwhelming majority of current fusion work use pre-

defined skeleton model, restricting the generalization capa-

bility of models to unknown subjects.

In terms of sensor fusion, tight coupling (fusion in data

layer) shows overall better performance than loose coupling

(fusion in result layer)[25]. We argue that for learning-

based approach, the original data, instead of the estimation

results, from the two data sources should be fused at the

early stage of network so that the network could capture

a deeper relationship of the two modalities to make them

mutually complementary. Additionally, pre-defined skele-

ton model should not be introduced, as it would restrict the

generalization capability of the model.

3. Proposed Solution

We define IMU-vision hybrid 3D human pose estima-

tion as a learning-based two-stage regression problem. The

network, namely DeepFuse, takes vision and IMU data as

input, and regresses 3D human joint positions directly. As

shown in Fig 2, the left part of the figure defines the esti-

mation stage which infers 3D human pose from vision data

only. The right part defines the refinement stage, introduc-

ing IMU-bone layer to refine the result from the previous

stage. The whole network is trained in an end-to-end man-

ner, making the two modalities mutually complementary

3.1. Pre­processing

The vision data from TotalCapture[48] is captured by 8

cameras. We use the provided binary matte images as input.

To make full use of the geometric correlation of multi-view

images and preserve data primitiveness, we propose a new

data format called multi-channel volume and an accom-

panied data augmentation algorithm named Random Shut.

The bone orientations read from IMU are transformed from

local coordination to global coordination.

3.1.1 Multi-channel volume

In terms of data representation in 3D human pose estima-

tion, researchers either regard multi-view images as syn-

chronized 2D images [39, 31] without considering multi-

view geometry of cameras, or transform them into 3D vol-

ume [47, 46] by introducing probability visual hull (PVH).

However, PVH does not well preserve data primitiveness

since only one volume is generated by applying Bayes prob-

ability operator over all images. Accordingly, we propose a

multi-channel volume format to overcome the limitations.

To build multi-channel volume for a single frame, we

first define binary matte images I1, I2 . . . Ik from K cam-

eras with intrinsic parameter M int
k and extrinsic parameter

Mext
k . For each camera k, we initialize a volume Vk centred

on the performer with resolution 64 × 64 × 64. The voxel

size is set to 35mm to make sure that all body parts are

within the volume. The center position C of each voxel in

volume Vk is transformed from world coordination to pixel

coordination by camera parameter Px,y = M int
k ·Mext

k ·C.

The voxel value is set to 1 if its corresponding pixel in im-

age Ik is occupied and to 0 otherwise. Instead of fusing

the K volumes into one volume by applying summation or

multiplication [47, 46] , we simply regard each volume as a

single channel of input to preserve original information as

much as possible. Finally, the shape of the multi-channel

volume is 8 × 64 × 64 × 64, serving as the vision input of

our network. Fig 3 shows a sample multi-channel volume

and its respective matte images.

3.1.2 Data augmentation

In order to prevent overfitting, the volumes are augmented

by performing a random rotation around the vertical axis

within the range [−π, π]. Additionally, as shown in sec-

tion 4.2.2, the estimation accuracy decreases when the sub-

ject is not captured by all the 8 cameras at the same time.

In order to make our model well adapted to this situation,

chances are that a random volume channel is set to zero to

augment training data. We set the chance of randomly ’shut-

ting down’ a camera to 20% and name it as Random Shut.

This data augmentation algorithm is proved to be effective

for multi-view data in ablation study 4.2.2.
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Figure 2: To simplify the illustration, all the 3D modules are visualized with 2D shapes. In the estimation stage, vision data

is first down-sampled and passes through the hourglass network, Residual network 3D (Res3D) and soft-argmax layer. The

first mean square error (MSE) loss between estimation result and ground truth is computed at the end of this stage. In the

refinement stage, bone orientations from IMUs are transformed to 13× 32× 32× 32 volume by IMU-bone layer, which are

then concatenated with vision volume and heatmap volume. See for more details.

Figure 3: Sample multi-channel volume of a single frame.

The first row is the given matte data and the second row is

its respective channel of volume (See §3.1.1).

Method Error (mm)

Video Inertial Poser (VIP) [51] 26.0†
Frame-by-Frame Optimization [26] 62.0

FC IMU+3D PVH [47] 70.0

DeepFuse 28.9

Table 1: Comparison results regarding mean joint error on

TotalCapture dataset. † indicates sequence-based work. See

§4.1.1 for detail. (Best in bold; same for other tables).

3.1.3 IMU orientation

According to [47], IMUs are assumed rigid attached to hu-

man bones. The orientation data for sensor k is measured in

local frames and employed in quaternion representation (as

in:[12, 7, 1]), noted as localqk. By multiplying wearing off-

set wearqk and local-global transform quaternion
global
local qk ,

the bone orientation in global frame globalqk is calculated

as:

globalqk =local qk ⊗global
local qk (1)

globalq̂k =wear q∗k ⊗global qk (2)

where ” ∗ ” denote the quaternion conjugate.

The bone orientations in global frame globalq̂k are then

transformed into IMU-bone layer in the network as dis-

cussed in section 3.2.2.

3.2. Network structure

As shown in Fig 2, DeepFuse consists of an estimation

stage and a refinement stage. The backbone network used is

Hourglass Network [29]. The network takes multi-channel

volume as vision input, so we modify original Hourglass

Network to the 3D version with 3D CNN. The left part

of Fig 2 represents the estimation stage which takes vision

data only as input and outputs 3D voxel heatmaps of each

joint. Considering the large GPU memory consumption of

3D CNN, the volume input resolution for one channel is

64 × 64 × 64 and the voxel heatmap is 32 × 32 × 32.

By adding a soft-argmax layer to the end of the hourglass

network, the 3D positions of each joint can be directly re-

gressed from voxel heatmap. Soft-argmax is differentiable

so that the estimated positions are able to further propagate

to generate IMU-bone layer. Thus, the entire network can

be trained in an end-to-end manner.

The right part is the refinement stage, taking IMU data

and output from the previous stage as input. Specifically,

the IMU data and estimated joint positions from the last

stage consist the IMU-bone layers which turn quaternion

data into a multi-channel volume. Thus, IMU-bones layers,

voxel heatmap and original vision data, can be concatenated

in the same feature space. In the following stack of hour-

glass network, IMU data and vision data are fused implicitly

to produce a set of refined voxel heatmaps. A soft-argmax

layer is appended to the last layer as well, from which the

final refined joint positions are estimated.

3.2.1 Soft-argmax layer

Heatmap-based approaches are proved to be effective in

both human pose and hand pose estimation [29, 14]. The

voxel heatmap is discrete, while the joint positions are con-

tinuous in world coordination. So if we assume that volume
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Protocol 1 Direct Discuss Eat Greet Phone Photo Pose Purcha. Sit SitD Smoke Wait WalkD Walk WalkT Avg.

Fang2018 w/PA[11] 38.2 41.7 43.7 44.9 48.5 55.3 40.2 38.2 54.5 64.4 47.2 44.3 47.3 36.7 41.7 45.7

Sun2018 w/PA[39] 40.9 41.4 45.0 45.2 42.1 37.6 41.1 52.0 71.4 42.5 47.4 41.6 32.0 42.6 36.9 44.1

Chen2019 w/PA[5] 36.9 39.3 40.5 41.2 42.0 34.9 38.0 51.2 67.5 42.1 42.5 37.5 30.6 40.2 34.2 41.6

Multi-View Martinez2017 w/PA[27]× 39.5 43.2 46.4 47.0 51.0 56.0 41.4 40.6 56.5 69.4 49.2 45.0 49.5 38.0 43.1 47.7

Tome2018 w/PA[43]× 38.2 40.2 38.8 41.7 44.5 54.9 34.8 35.0 52.9 75.7 43.3 46.3 44.7 35.7 37.5 44.6

Ours w/o PA † × 18.7 20.7 22.5 24.5 28.3 40.1 22.7 23.1 26.0 39.9 33.8 22.9 35.0 20.9 21.3 26.9

Ours w/PA † × 9.0 9.4 11.2 13.5 14.0 22.1 11.6 12.0 11.8 20.8 14.7 10.6 20.4 10.4 10.7 13.4

Protocol 2 Direct Discuss Eat Greet Phone Photo Pose Purcha. Sit SitD Smoke Wait WalkD Walk WalkT Avg.

Trumble2017 [47] † 92.7 85.9 72.3 93.2 86.2 101.2 75.1 78.0 83.5 94.8 85.8 82.0 114.6 94.9 79.7 87.3

Trumble2018 [46] †× 41.7 43.2 52.9 70.0 64.9 83.0 57.2 63.5 61.0 95.0 70.0 62.3 66.2 53.7 52.4 62.5

Multi-View Martinez2017 [27][43]× 46.5 48.6 54.0 51.5 67.5 70.7 48.5 49.1 69.8 79.4 57.8 53.1 56.7 42.2 45.4 57.0

Pavlakos2017[35]× 41.2 49.2 42.8 43.4 55.6 46.9 40.3 63.7 97.6 119.0 52.1 42.7 51.9 41.8 39.4 56.9

Tome2018 [43]× 43.3 49.6 42.0 48.8 51.1 64.3 40.3 43.3 66.0 95.2 50.2 52.2 51.1 43.9 45.3 52.8

Kocabas2019-FS[19]× - - - - - - - - - - - - - - - 51.8

Kadkhodamohammadi2018[17]× 39.4 46.9 41.0 42.7 53.6 54.8 41.4 50.0 59.9 78.8 49.8 46.2 51.1 40.5 41.0 49.1

Ours † × 26.8 32.0 25.6 52.1 33.3 42.3 25.8 25.9 40.5 76.6 39.1 54.5 35.9 25.1 24.2 37.5

Table 2: Comparison results regarding mean joint error following protocol 1 and 2 of Human3.6M with 17 keypoints. † use

provided matte data. × use multi-view images. (FS: fully supervised baseline). See §4.1.2 for details.

length is 2000mm and heatmap resolution is 32× 32× 32,

the average estimation error within a single voxel is about

2000/32/2 = 31.25mm at least. So even if we obtained

a perfect voxel heatmap, the accuracy of joint positions in

world coordination would be far from satisfactory by sim-

ply picking the largest voxel in a voxel heatmap.

To overcome the limitation of low resolution of voxel

heatmap, we introduce soft-argmax layer into our network.

Instead of simply picking the largest voxel as joint position,

the soft-argmax layer is able to learn a weighted average of

multiple voxels to predict joint positions.

Specifically, soft-argmax shares similar idea with soft-

max algorithm. Softmax value of voxel xi is defined as:

fsoftmax(xi) =
eθxi

∑N

j eθxj

(3)

The sum of softmax values equals to 1. Thus, the coordinate

of max value among all voxels is the sum of softmax values

multiplied by indices along each axis:

f(x) =
∑

i

eθxi

∑N

j eθxj

i (4)

where i is the x-,y-,z-coordinate of voxel xi for each axis

and N is the total voxel number in the volume. The larger θ
will enlarge the voxels with big value and lower the smaller

ones, which means if θ is large enough, soft-argmax will

return the coordinate of voxel with maximum value. How-

ever, we expect that the joint position should be the coordi-

nate of the weighted average of several large voxels. We set

θ = 3 empirically (see ablation study in section 4.2.3).

3.2.2 IMU-bone layer and sensor fusion

As explained in section 2.2, IMU sensor measures bone ori-

entation only. Thus, the pre-defined skeleton model was

introduced to estimate joint positions as [51, 47, 52] did in

their work. We claim that the pre-defined skeleton model

should not be used as prior knowledge in order to make

the estimation model well generalized to unknown subjects.

Therefore, the challenge of sensor fusing lies in that how

to use measured bone orientation from IMU to refine joint

position estimation result from vision.

Existing learning-based fusion work [47] tries to fuse the

estimation results from two modalities instead of origin in-

puts through a dense layer at the end of the network. As a

result, the original data from two sensors does not propa-

gate to its counterpart and fusion is relatively shallow. So

we are going to fuse the original input of two modalities at

the early stage of the network for a deeper fusion.

According to the skeleton model, one limb L consists

of two joints [J1, J2] and one piece of bone. If the posi-

tion of one joint, say J1, and bone orientation qb are given,

a ray fray(J1, qb) can be cast from J1 along qb direction.

Thus, J2 must be located somewhere along the ray. So if we

can obtain the estimated joint positions Jest from estima-

tion stage and the bone orientation qb from IMU, a cluster

of rays can be obtained respectively to describe the possi-

ble locations of joints. Since Jest is the estimated result,

the generated rays are not 100% accurate. The rays are

transformed to directed cylinders by introducing a radius

r around the rays. Finally, we define a channel of volume

Vi = fcylinder(Jest[i], qb[i], r) for each IMU i. The vox-

els are set to 1 if occupied by the ’bone cylinder’ and to 0

otherwise. Finally, we stack these volumes together to form

IMU-bone layers.

Since we have volumetric representation for original vi-

sion data, voxel heatmap for each joint, and volumes for

IMU-bone layer at this stage, the three batches of volumes

can be concatenated together and then passed to next stage

to refine the result from estimation stage. In this way, the

original data from two modalities are deeply fused by a new

stack of hourglass network in the refinement stage. Sim-

ilarly, a soft-argmax layer is appended to the last layer to

make final estimation of joint positions.

3.2.3 Training target

By introducing soft-argmax layer, joint positions can be di-

rectly recovered. So there is no need to involve in heatmap
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Figure 4: Per-joint mean error on test set. * indicates

right/left foot and hand joints. See §4.2.1 for details.

Methods Error (mm)

Vision-IMU w/ RS (proposed) 28.9

Vision-only w/ RS 32.7
Vision-IMU w/o RS 32.4

Vision-only w/o RS 35.9

Table 3: Mean joint error results for 4 different experiment

settings. RS is short for Random Shut. Vision-IMU w/ RS

is identical to the proposed DeepFuse (See §4.2.1).

loss as the voxel heatmap can be learned implicitly by the

mean squared error between the estimated joint positions

and ground truth positions in world coordination. Specifi-

cally, the loss function L is the sum of estimation stage loss

Lest and refinement stage loss Lref :

L = Lest + Lref

=

K∑

i

|J i
est − J i

gt|
2 +

K∑

i

|J i
ref − J i

gt|
2

(5)

where J i
est and J i

ref are the estimated joint positions for ith

joint in estimation stage and refinement stage, respectively.

J i
gt are the ground truth. K is the #joints to be estimated.

4. Experimental Results

In our experiments, RMSProp optimizer is used for train-

ing. The learning rate is initially set to be 1e-5 and decays

0.2 every 5 epochs. Our system is able to run at 25 Hz with

a single NVIDIA 1080Ti GPU.

4.1. Comparative study

In this section, we present the comparative result of

DeepFuse with recent works on two public 3D human pose

estimation datasets: TotalCapure [47] and Human3.6M

[16]. The TotalCapture dataset features 1.9M video frames

Figure 5: Left to right: camera, ground truth, vision-only

estimation, fusion estimation. See §4.2.1 for details.

from 8 cameras performed by 5 subjects and synchronized

orientation data from 13 body-worn IMUs. Human3.6M is

a more popular 3D human pose estimation dataset with only

vision data as input.

4.1.1 TotalCapture evaluation

TotalCapture [47] is the only dataset including synchro-

nized body-worn IMU data and multi-view video frames

with high-quality ground truth. There are three pieces of

work [47, 26, 51] evaluated on this dataset by using both

vision and IMU data. Specifically, Malleson et al. [26] opti-

mizes the two modalities in a frame-by-frame manner while

Marcard et al. [51] optimizes the whole video sequence si-

multaneously. Learning-based method [47] uses fully con-

nected layer to fuse the IMU data and 3D vision data.

As shown in Table 1, DeepFuse outperforms [47, 26]

by a large margin and shows close performance with [51].

However, pre-defined skeleton model is not employed in our

method, but it was used by all the other three methods. Con-

sequently, DeepFuse is more friendly to unknown subjects.

Moreover, Video Inertial Poser (VIP) [51] achieved the low-

est estimation error by optimizing over all frames of a given

video sequence and hence it is not applicable for real-time

estimation. DeepFuse and the other two methods are frame-

based estimations without such limitation.

To sum up, our method achieves the state-of-the-art re-

sult in terms of real-time frame-based 3D human pose es-

timation by fusing IMU and vision data on TotalCapture,

showing that even if there is no pre-defined skeleton model

as input, vision data and IMU data can still be fused in a

complementary way to produce better fusion result.

4.1.2 Human3.6M evaluation

To validate the performance of our proposed multi-channel

volume data representation and soft-argmax on volumetric
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Figure 6: Per-frame mean joint error of test sequence S4 F3.

The four matte images at bottom are captured by camera 4 at

frame 400, 600, 1200 and 1500. Partially-captured frames,

e.g. frame 600 and 1500, show inferior performances. RS

for Random Shut. F denotes frame number. (See §4.2.2).

data, we remove the IMU-bone layer of our network and test

it on Human3.6M dataset [16]. It consists of 3.6M frames

captured from 11 subjects with 4 synchronized cameras.

Followed by the setting of [39], protocol 1 uses subjects

(S1, S5, S6, S7, S8, S9) for training and S11 for test. The

measured result, mean per joint position error ( MPJPE ),

is aligned by Procrustes Analysis ( PA MPJPE ). Protocol 2

uses subjects (S1, S5, S6, S7, S8) for training and subjects

(S9, S11) for test without PA. To remove data redundancy,

only every 5th frames in training sequences and every 64th

frames in test sequences are used. Meanwhile, we use the

provided foreground matte images from all the 4 cameras as

input. Because the number of cameras is only 4 and subject

always move within area captured by all cameras, Random

Shut introduces more noise on this dataset in our experi-

ment, which is not used in training as a result.

From table 2, our method significantly outperforms other

methods by large margins including singles-view meth-

ods and multi-view methods. Specifically, it improves the

SOTA [43] by 31.2mm (relative 70% lower than [43]) under

protocol 1, and by 11.6mm (relative 24.0% lower than the

state-of-the-art method [19]) under protocol 2, and it also is

clearly ahead by over 40% as the same matte data used in

[46]. By observing the failure cases, we find that the matte

data of 3 actions, Greeting, Sitting Down and Waiting, are

incomplete due to truncations, leading to unexpected high

error. After remove these there actions, our result reaches

32.5mm. Furthermore, we will show the qualitative exam-

ples in the supplementary materials.

Training Full Frames Partial Frames Overall

with RS 18.9 34.5 28.9
without RS 20.0 39.2 32.4

Table 4: Mean joint error of our proposed method trained w.

or w/o. Random Shut (RS). Full frames are frames that are

captured by all the 8 cameras while partial frames are not.

All errors are measured in millimeter (mm) (See §4.2.2).

Finally, recent methods with volumetric input show over-

all better performance than that with 2D image input, show-

ing the advantage of volumetric data representation. Also,

our method outperforms other volume-based method by

a large margin, showing the effectiveness of soft-argmax

layer on volumetric data for 3D human pose estimation.

4.2. Ablation study

In this section, we try to answer the following three ques-

tions: (1) To what extent can IMU-bone layer contribute

to the final estimation? (2) Can the proposed data aug-

mentation algorithm, Random Shut, improve the general-

ization capability of our model? And (3) To what extent

and why 3D soft-argmax over volumetric data represen-

tation improve the estimation accuracy? All the experi-

ments of ablation study are evaluated on the TotalCapture

dataset[48].

4.2.1 Sensor fusion

The first study explores the effectiveness of sensor fusion.

Results of four training strategies are listed in Table 3. To

alleviate the possible influence of Random Shut (RS) on this

ablation study, we perform comparison experiment between

vision-IMU network and vision-only network w. or w/o.

RS, respectively. Both of the vision-IMU networks outper-

form their vision-only counterparts, supporting the effec-

tiveness of our data fusion solution quantitatively.

In addition, we want to find out how IMU data influence

the estimation after refinement. We plot the per-joint esti-

mation error on test set. As shown in Fig 4, the joints around

limbs including foot and hand show more improvement by

fusing IMU sensors compared to other joints. The main rea-

son is that the IMU-bone layer constructs cylinder volume

for each bone and it simulates volume around limbs much

better than that around torso due to visual similarity. This

argument is also supported by the qualitative result in Fig.5.

As can be observed, fusion result is superior to vision-only

result. The joints around limbs show better refinement than

that around torsp, especially under heavy self-occlusion.

As discussed before, the measurement of IMU sensors is

more stable than that of vision sensors. Therefore, in sup-

plementary material, we show that fusion approach shows

better sequential stability than its vision-only counterpart.
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Figure 7: Mean error over epoch

Baselines Hard-argmax Soft-argmax Direct regression (FC)

Mean Error (mm) 39.7 32.7 45.2

Table 5: Mean joint error results for three kinds of output

layers. FC stands for fully connected layer (See §4.2.3).

4.2.2 Random Shut

The second study shows the motivation and effectiveness

of the proposed data augmentation approach, Random Shut

(RS), for multi-view data. Fig 6 demonstrates the per-frame

estimation accuracy on a test sequence. We find that the

estimation error increases when subject is partially-captured

(Frame 600 and 1500), which is also proved by statistic data

shown in Table 4. Motivated by this finding, Random Shut

simulates the situation when subject randomly missed by a

certain camera during training. As demonstrated in Table 4

and in Fig. 6, we conclude that RS shows improvement on

generalization capability of the model for multi-view data,

especially for the partially-captured frames.

4.2.3 Soft-argmax and volumetric representation

The last study aims to validate the effectiveness of 3D soft-

argmax layer and volumetric representation. Although soft-

argmax layer has already been used in human pose estima-

tion by several works [39, 23, 30], the effectiveness of this

layer has not yet been evaluated in a fully 3D CNN-based

network with volumetric input.

To show the effectiveness of 3D soft-argmax, we com-

pare it with two widely used post-processing techniques:

hard-argmax which directly picks highest voxel position,

and direct regression which does regression via a dense

layer. For fair comparison, we evaluate the three kinds of

methods on the proposed fully 3D CNN-based network with

volumetric data as input only. The comparative results in

Table 5 show that soft-argmax significantly outperforms the

other approaches. The main reason is that the low resolution

of voxel heatmap limits the performance of hard-argmax as

stated in section 3.2.1 and the dense layer is not well capa-

ble of learning argmax operator which is highly non-linear.

To show the effectiveness of volumetric representa-

tion, we first have following finding in Table 2 that our

volumetric representation achieves mean error of 37.5mm,

an improvement of 23.6% and 28.9% compared to its

2D soft-argmax multiview counterparts 49.1mm[17] and

52.8mm[43], showing the advantage of volumetric repre-

sentation in 3D human pose estimation. Second, our model

converges very fast with 3D soft-argmax. As shown in

θ 1 2 3 5 10 100

Error (mm) 33.8 33.4 32.7 34.2 38.9 41.0

Table 6: Different θ of soft-argmax and their respective es-

timation errors in the vision-only network (See §4.2.3).

Fig. 7, we achieve state-of-the-art result only after the first

epoch, indicating that fully 3D CNN-based network would

not waste its capability on learning unnecessary space map-

ping, which explains the effectiveness of volumetric repre-

sentation.

Meanwhile, the model converges too fast, indicating po-

tential severe overfitting. We therefore explore how to tune

the parameter θ in the soft-argmax Equation 4, which may

influence the convergence speed. As discussed in Sec. 3.2.1,

soft-argmax pays more attention to large voxel when θ en-

larges. If θ is too large, soft-argmax will degenerate to hard-

argmax. If θ is too small, too many voxels contribute to the

final result, which may lead to overfitting. So we list some

possible values of θ and their respective estimation errors in

Table 6. In our experiment, θ = 3 achieves the best per-

formance in our experiment setting. We believe the above

findings of using soft-argmax in 3D space are novel and

would be beneficial for future research.

5. Limitation and future work

One limitation is that, like many multi-view methods, the

proposed multi-channel volume is biased to camera config-

uration. To make it fair in more general configurations, the

triangulation should be trainable instead of fixed, making

model adaptive. Another one is that performance of our

method depends on the quality of foreground silhouette.

The popular segmentation networks, like maskrcnn[13],

show low quality of segmentation near human edgee so we

use the given silhouette ground truth. In the future work,

we will try to make this step into an end-to-end pipeline for

simplifying the input representation and improve the silhou-

ette quality simultaneously.

6. Conclusion

In this paper, we propose an IMU-aware network to fuse

IMU data and multi-view images for 3D human pose es-

timation. To fully utilize the multi-view geometric infor-

mation , we re-project it into a multi-channel volume for-

mat and apply Random Shut for data augmentation. To

deeply fuse IMU orientation and multiple views, we then

propose an IMU-bone layer to transform the original data

from two modalities into a same feature space at early

stage of network. Rigorous ablation shows the effective-

ness of the multi-channel volume, Random Shut and IMU-

bone layer. Finally, our method achieves the state-of-the-art

performance on both TotalCapture and Human3.6M dataset

with real-time capability.
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