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Abstract

Recognition of human actions and associated interac-

tions with objects and the environment is an important prob-

lem in computer vision due to its potential applications in a

variety of domains. Recently, graph convolutional networks

that extract features from the skeleton have demonstrated

promising performance. In this paper, we propose a novel

Spatio-Temporal Pyramid Graph Convolutional Network

(ST-PGN) for online action recognition for ergonomics risk

assessment that enables the use of features from all levels of

the skeleton feature hierarchy. The proposed algorithm out-

performs state-of-art action recognition algorithms tested

on two public benchmark datasets typically used for postu-

ral assessment (TUM and UW-IOM). We also introduce a

pipeline to enhance postural assessment methods with on-

line action recognition techniques. Finally, the proposed

algorithm is integrated with a traditional ergonomics risk

index (REBA) to demonstrate the potential value for assess-

ment of musculoskeletal disorders in occupational safety.

1. Introduction

Human action recognition has been a widely studied re-

search topic in computer vision for several decades. The

task is to infer the human action and activity from still

images or video frames. Solutions to this important and

challenging problem have traditionally been applied to do-

mains such as surveillance, entertainment, robotics, video

retrieval, and intelligent driving assistance systems [38, 34,

64]. Recently, there are emerging applications that involve

assessment of human performance for virtual fitness, health

monitoring, training, and ergonomics risk assessment for

occupational safety [35, 10, 40]. These applications have

unique requirements that may involve simultaneous associ-

ation of time varying pose with action and object interac-

tion, and relating such information for computational mod-
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Figure 1: Our model (ST-PGN) takes a sequence of skele-

ton input produced by a pose extraction unit (like LCR-Net

[42]) and does early action recognition. The skeleton se-

quence along with the activity labels go to the REBA com-

putation unit to assess the ergonomics risk while testing.

eling and prediction of various biomechanical indicators.

Vision only systems are non-invasive and less expensive al-

ternatives to study these problems as opposed to expensive

drift prone motion capture systems and wearable sensors

[33, 5]. Depending on the application, human action recog-

nition can be formulated in an online or off-line setting. In

most applications, processing is performed off-line, making

use of the entire video sequence without strict limitations on

computational resources. In such cases, the typical assump-

tion is that the start and end points of the action is known

[9, 32] and the training video is pre-segmented into vari-

ous action classes. Recent advances in hardware and GPU

performance has led to the emergence of many online appli-

cations, where the requirement is to process video streams

in real-time and without a priori knowledge of the transi-

tions between actions [28, 29, 50]. Generalization of action

recognition algorithms is a challenging and unsolved prob-

lem. Ideally, the method should generalize to various envi-

ronments and deal with cluttered backgrounds, occlusions,

and viewpoint variations. While end to end video to action
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Figure 2: The Feature Pyramid Convolutional Graph Network pipeline.

classification have shown great promise, generalization is

achieved through domain adaptation [11, 2] or using inter-

mediate skeletal representations that are robust to these vari-

ations [60, 41]. In particular, skeleton-based features appear

to produce favorable results since human pose is typically

a consistent representation of action across people and con-

text. Among them, recent work based on graph convolu-

tional networks that extract meaningful features from the

skeleton have achieved good performance [60, 24].

The work in this paper is inspired by emerging applica-

tions involving human performance assessment in various

domains including health, fitness, rehabilitation, and occu-

pational safety. In particular, we consider specific chal-

lenges for real-time ergonomics risk assessment in com-

plex environments such as manufacturing assembly. The re-

quirements include correlation of action with the time vary-

ing posture and associated ergonomics and biomechanical

risk. The ultimate goal is to produce reliable estimates of

pose, action, and associated ergonomics indicators in order

to identify the risk of musculoskeletal disorders associated

with acute and repetitive tasks.

Contributions of this work. We propose a novel real-

time Spatio-Temporal Pyramid Graph Convolutional Net-

work (ST-PGN) for action recognition that enables the use

of features from all levels of the skeleton feature hierarchy

(Figure 2). ST-PGN, designed with a feature pyramid ar-

chitecture enables the model to capture the correlation be-

tween body parts, rather than hand-coding body-part rela-

tions. We test the performance of the model on two public

benchmark datasets typically used for postural assessment

(TUM and UW-IOM) as well as Kinetics and NTU-RGBD

datasets. We show that the algorithm is also able to learn the

transitions between actions and is suitable for real-time ap-

plications. As compared to the state-of-the-art algorithms

such as ST-GCN [60], our model has fewer graph con-

volution kernels without sacrificing performance. Finally,

we enhance the pipeline with postural assessment methods

(REBA [13]) that use the online action recognition output

of our model to produce ergonomics risk estimates. We

propose, this combined action-risk architectural design as

a first step towards automated assessment of musculoskele-

tal disorders in occupational safety.

2. Related Work

Given the recent advances in obtaining accurate pose

through depth sensing or vision based pose estimation al-

gorithms, skeleton based action recognition methods have

become vital for achieving generalization across a variety of

environments [42]. Skeleton based methods also offer op-

portunity to study down stream applications that involve hu-

man performance analysis and require postural assessment.

We summarize work related to the proposed ST-PGN al-

gorithm for association of action, posture, and ergonomics

risk. To the best of our knowledge this is the first work that

combines the three separately studied problems jointly and

in an online fashion.

2.1. Action Classification

Video action segmentation tasks focus on localizing ac-

tion labels in untrimmed videos or classifying entire video

clips with one label [46, 52, 63, 55, 4, 54, 60]. For further

literature on action recognition please refer to [57]. Usu-

ally large datasets are used for evaluating algorithms devel-

oped for these tasks [51, 20, 16, 4]. Variations of temporal
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