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1. Additional Results
Additional 10 sequences generated by ReStGAN with

multiple jitters of noise are shown in Fig.1–3. ReStGAN
is able to capture intricate stylistic details in apparel like
tears in jeans (S.7), wide leg (S.4) and texture of materials
like fleece (S.3). It is also able to generate multiple ap-
parel styles that match an attribute. In S.6, conditioning
on “Stretch pants” generates scrubs and yoga pants both of
which match the attribute “Stretch”. In the proposed colour
modelling, textual colour attribute is converted into a clus-
ter and fed into ReStGAN. This leads to image generations
with colours close to the input cluster. In row 2 of Fig.5,
conditioning on “orange” results in a peachy colour which
is visually close to orange. We plan to mitigate this in fu-
ture iterations by modelling colour as a continuous space.
While attributes like “skinny”, are visually prominent and
observable in S.1, “Slim” in S.2 is visually subtle in the gen-
erated image. Twenty seven additional sequences generated
by ReStGAN are showcased in Fig.4–7.
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Figure 1. Sequence S.1-S3 generated by ReStGAN.



Figure 2. Sequence S.4-S.6 generated by ReStGAN.
.



Figure 3. Sequence S.7-S.10 generated by ReStGAN.
.



Figure 4. Additional Results Set 1 generated by ReStGAN.



Figure 5. Additional Results Set 2 generated by ReStGAN.
.



Figure 6. Additional Results Set 3 generated by ReStGAN.
.



Figure 7. Additional Results Set 4 generated by ReStGAN.
.


