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Abstract

Despite many advances made in the area, deformable
targets and partial occlusions continue to represent key
problems in visual tracking. Structured learning has shown
good results when applied to tracking whole targets, but ap-
plying this approach to a part-based target model is compli-
cated by the need to model the relationships between parts,
and to avoid lengthy initialisation processes. We thus pro-
pose a method which models the unknown parts using la-
tent variables. In doing so we extend the online algorithm
pegasos to the structured prediction case (i.e., predicting
the location of the bounding boxes) with latent part vari-
ables. To better estimate the parts, and to avoid over-fitting
caused by the extra model complexity/capacity introduced
by the parts, we propose a two-stage training process, based
on the primal rather than the dual form. We then show
that the method outperforms the state-of-the-art (linear and
non-linear kernel) trackers.

1. Introduction
Visual tracking is a goal in itself, but is also a pre-

processing step before further analysis of the activities, be-

haviours, interactions and relationships between objects of

interest. Recent progress in object tracking has yielded a

steady increase in performance, but designing a robust al-

gorithm to track generic objects in the presence of partially

occluded and deformable targets is still a major challenge

(as shown in Fig. 1). This additional difficulty falls on top

of those that regularly challenge visual tracking including

significant variation in appearance due to factors such as

changing pose, viewpoint, and illumination.

To address the appearance variation challenge re-

searchers have developed sophisticated appearance models

and methods of adapting these models during tracking. One

solution is to build a robust object appearance model and

find the best candidate image patch to match the model, see,

for example, incremental subspace learning [18], integral

histogram tracking [1], visual tracking decomposition [13],
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Figure 1: Qualitative tracking results of our tracker and competing trackers over rep-
resentative frames of three sequences. These sequences contain heavy pose variation
(board, the first row), shape deformation (fskater, the second row), partial occlusion
(faceocc2, the third row), and etc. Note that the number marked on small rectangles
represents the index of object parts.

and sparse representation tracking [16, 14]. Another ap-

proach is to model both the object and the background, and

then to distinguish the object from the background using a

discriminative classifier [3, 8, 9, 25, 4, 10]. Avidan [3], for

example, used a Support Vector Machine as an off-line bi-

nary classifier to distinguish target from background. In [4],

Babenko et al. employ an online Multiple Instance Learn-

ing based appearance model to resolve the sample ambigu-

ity problem. Hare et al. [10] applied structured learning to

(whole) visual object tracking, which builds upon its pre-

vious successful application to object detection [5]. This

category of approach is termed tracking-by-detection. All

of these methods, however, delineate the tracked object by

a single regular bounding box (e.g., a rectangular or circular

window), which renders them sensitive to partial occlusions

and shape deformations.

Deformable part-based models have been successfully

applied to object detection [7, 29, 15] and object recog-

nition [2, 19] on numerous occasions. Part-based appear-

ance models [7, 15, 29, 19, 2, 17] have been shown to have
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favourable properties such as robustness to partial occlu-

sions [7] and articulation [29]. In those cases, highly vari-

able objects are represented using mixtures of deformable

part-based models, which are parametrised by the appear-

ance of each part and a geometric model capturing spatial

relationships among parts.

The difficulty in extending part-based appearance mod-

els to visual tracking is that adding parts dramatically in-

creases the complexity of the model, and the model needs to

be updated online. In addition, explicitly tracking each part

would require individual training and initialisation for each

part, which would significantly limit the practicality of an

online method. We avoid this problem here by instead using

latent variables in the representation of each part, thereby

avoiding the need for additional interaction. As discussed

above, structured SVMs have shown very promising results

for whole object tracking. The difficulty with using latent

variables in a structured SVM, however, is that the under-

lying optimisation problem ceases to be convex. This is

a problem because structured SVM based tracking meth-

ods have thus far optimised the dual form of the underly-

ing problem in order to reduce computational cost. Non-

convexity, however, means that the optimal solutions of the

primal and dual do not coincide, thus rendering the existing

dual-based approach inapplicable.

Developing a practical, online, structured SVM visual

tracking method which uses a part-based appearance model

thus requires solving the primal form of the underlying op-

timisation problem. In this paper, an object is made up of

a set of parts, each with an associated weight. We employ

an online structured output learning with latent variables to

learn the weight parameters for an object and its parts, and

distinguish the target object from the background using the

weight parameters consequently. During tracking, the target

object location is estimated by searching for the maximum

classification score in the vicinity around the estimate from

the previous frame, where the classification score is com-

posed of the score of object and each parts. In doing so, our

method possesses the flexibility of object appearance rep-

resentation by part-based model and the separability of the

target object and its background by the power of discrimina-

tive learning. Fig. 1 shows some tracking results obtained

by our algorithm.

Contributions (1) Unlike existing offline latent SVMs

in object detection [7, 27, 29], we propose an online latent

structured SVM for visual tracking. (2) We propose two-

stage training: the stage 1 tracks the parts and estimates the

part parameter, and the stage 2 tracks the object and esti-

mate the object parameter and correlation parameter. The

two-stage training outperforms training all parameters as a

whole. (3) We design a part-based linear kernel tracker that

has competitive and often better tracking results than non-

linear kernel trackers. Our tracker adapts quickly to appear-

ance changes such as partial occlusions and deformations.

1.1. Related Work

Deformable part-based appearance models In [2],

Amit et al. formulate a deformable template model for an

object, where the deformation of an object is defined in

terms of the locations of several reference points. Each

reference point is associated with a part. Felzenszwalb et
al. [7], in contrast, develop a multi-scale deformable part

model to detect and localise objects of a generic category.

The part model is composed of a coarse global template for

entire object and higher resolution part templates. How-

ever, the part model in [7] requires careful initialisation

and complex training. To overcome those problems, Zhu

et al. [29] present a hierarchical tree model to represent an

object, where the nodes of the tree represent object parts.

Discriminative learning with latent variables Motived

by object detection with parts, Felzenszwalb et al. [7] intro-

duce latent variables into discriminative training models for

binary classification. They propose a latent binary SVM to

handle object parts, which are not labelled during training.

Inspired by this work, Yu et al. [27] extend this latent ap-

proach to use structured prediction, and solve the ensuing

non-convex optimisation problem using Concave-Convex

Procedure (CCCP). In [29] the viewpoint and the positions

of object parts are treated as structural latent variables, and

the latent structural SVM optimised in its dual form using

an incremental CCCP algorithm. Vedaldi et al. [23] also

use a latent SVM framework, but develop a structured out-

put model for detection with partial truncation. Although all

of these part-based object detection frameworks use latent

variables as part of a structured SVM, they rely on the avail-

ability of a model at training time, and thus cannot easily be

used for online object tracking.

Object tracking with parts In [11], each part is tracked

independently, and the results treated as multiple measure-

ments. Tracking is then achieved by identifying inconsis-

tent measurements. Nejhum et al. [20] model the fore-

ground object shape in terms of a small number of rectangu-

lar blocks. The algorithm tracks objects by matching fore-

ground intensity histograms, and updating the part-based

appearance model on-the-fly. However, these methods re-

quire manual initialisation of part locations carefully. Kwon

et al. [12] represent an object by a fixed number of local

patches and update the model during tracking. Their ap-

proach requires prior knowledge of local patches.

Structured output tracking In [5], Balschko et al. pro-

pose an object detection algorithm using a structured output

SVM [22]. Motived by this success Hare et al. [10] ap-

ply structured learning to online visual tracking. In [26], a

weighted online structural learning approach is used to deal

with the inevitable changes in target appearance over time.

In comparison, the method we propose adds a part-based
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model to a discriminative training framework, and solves

the ensuing linear structured SVM optimisation problem in

primal form.

2. Modelling Tracking with Unknown Parts

In this section, we show how to track an object with un-

known parts. In Section 2.1, we will introduce the part-

based model, and in Section 2.2, we describe a simple way

to train the model. After showing that this simple training

mechanism is not as effective as may be hoped we develop

in Section 3 a more effective two-stage training process.

2.1. Representation

The method proceeds as follows: a bounding box on the

target object is given in the 1st frame of the video, and the

tracker is then required to track the object (by predicting a

bounding box containing the object) from the 2nd frame to

the end of the video. At the t-th frame, the bounding box

of the target object is represented by Bt = (ct, rt, wt, ht),
where ct, rt are the column and row coordinates of the

upper-left corner, and wt, ht are the width and height. The

offset is yt = (Δct,Δrt,Δwt,Δht) ∈ Y. As in [10, 26],

we only consider a fixed size bounding box ( i.e. Δwt =
Δht = 0), though in principle bounding boxes with vary-

ing sizes can be incorporated with slight modification.

We consider a part, which can contain a piece of ob-

ject, or a piece of background or both, to be represented

by a smaller bounding box bj
t = (cjt , r

j
t , w

j
t , h

j
t ), which

we call part box from now on. Denote by M the num-

ber of parts, we use zt = (z1t , · · · , zMt ) ∈ Z to represent

the offsets of M part boxes at the t-th frame. Here each

zjt = (Δcjt ,Δrjt , 0, 0), j ∈ {1, · · · ,M} is the offset of j-th

part box bj
t , i.e. bj

t = bj
t−1 +zjt .

The task can be cast as that of learning a function f :
X×Y×Z→ R, such that, given the t-th frame xt ∈ X, and

the bounding box Bt−1 of the object in the (t−1)-th frame,

the bounding box Bt in the t-th frame can be obtained via

predicting offset y∗t ,

Bt = Bt−1 + y∗t , (1)

y∗t = argmax
y∈Y

(max
z∈Z

f(xt,y, z)). (2)

As in many learning methods, we consider functions that

are linear in some feature representation Φ,

f(xt,y, z;w) = 〈w,Φ(xt,y, z)〉. (3)

The feature Φ consists of three types of local features,

Φ(xt,y, z) =
[
φ1(xt, z

1), φ1(xt, z
2), · · · , φ1(xt, z

M ),

φ2(xt,y), φ3(y, z
1), φ3(y, z

2), · · · , φ3(y, z
M )

]
. (4)

Here φ1(xt, z
j) represents the appearance of the j-th part

box, φ2(xt,y) represents the appearance of the bound-

ing box, and φ3(y, z
j) reflects the compatibility between

bounding box and the j-th part box. Letting

w = [u1, · · · ,uM ,v0,v1, · · · ,vM ], (5)

we have

f(xt,y, z;w) =
M∑
j=1

〈uj , φ1(xt, z
j)〉

+ 〈v0, φ2(xt,y)〉+
M∑
j=1

〈vj , φ3(y, z
j)〉. (6)

Features are detailed in Section 2.4.

2.2. Latent Pegasos for Training Online

As in existing tracking applications [10, 26], we would

like the tracker to track the object from the 2nd frame on

the basis of a bounding box of the target object provided

in the 1st frame. That means that the true value of z is not

available, as obtaining it would require more user input. The

fact that users may well not be able to accurately divide an

object into its component parts is also an issue. By defining

z to be a latent variable avoids these problems.

Latent variables have been used with SVMs previ-

ously [7, 27, 29] but only in a batch learning scenario

(which implies training offline). In order to allow the use

of latent variables in an online SVM for visual tracking, we

propose what can be seen an extension of online pegasos

[21] (originally for binary or multi-class problems, but not

latent variables) to structured output.

We assume B0 = B1 i.e. y1 = (0, 0, 0, 0) and sample

some y �= y1. The sampled ys, and y1, are provided to our

online learner to update w. We then use this w to predict y2

to obtain tracking result for the 2nd frame i.e. the bounding

box B2. We then take the predicted y2 as the true label,

sample y �= y2, and feed them into the online learner to

update w, and so on.

Denote wt the parameter to predict yt for the t-th frame.

After predicting yt via f(xt,y, z;wt), we sample offsets

{yt,i �= yt}Ni=1, and estimate wt+1 via

wt+1 = argmin
w

g(w, t), (7)

where we consider the following objective

g(w; t) =
λ

2
||w||2 + 1

N

N∑
i=1

[
Δ(yt,yt,i)+

max
z′
〈w,Φ(xt,yt,i, z

′)〉 −max
z
〈w,Φ(xt,yt, z)〉

]
+
. (8)

Here [a]+ = max(0, a). We refer the readers to supplemen-

tary material for how we get Eq. (7) and Eq. (8). The label
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cost Δ(yt,y) measures dis-similarity between the true out-

put yt and a candidate output y. Here we use

Δ(yt,y) = 1− (Bt−1 + yt) ∩ (Bt−1 + y)

(Bt−1 + yt) ∪ (Bt−1 + y)
, (9)

which was introduced in [6] to measure the VOC (Visual

Object Classes) bounding box overlap ratio. We consider

the sub-gradient of the above objective,

∇t = λwt − 1

N

N∑
i=1

�
[
max
z′

f(xt,yt,i, z
′;wt)

−max
z

f(xt,yt, z;wt) + Δ(yt,yt,i) > 0
]
δΦt(yt), (10)

where δΦt(yt) = Φ(xt,yt, ẑ) − Φ(xt,yt,i, ẑ′), ẑ =

argmax
z

f(xt,yt, z;wt), ẑ′ = argmax
z′

f(xt,yt,i, z
′;wt)

and indicator function �(a) = 1 when the statement a is

true, 0 otherwise. We then update wt+1 = wt−ηt∇t with

step size ηt = 1/(λt), it can be written as:

wt+1 ← (1− ηtλ)wt +
ηt
N

N∑
i=1

�
[
max
z′

f(xt,yt,i, z
′;wt)

−max
z

f(xt,yt, z;wt) + Δ(yt,yt,i) > 0
]
δΦt(yt). (11)

2.3. Inference

Given the parameters wt and an image xt, the inference

is to find the offset of bounding box of the target object with

the best score,

(y∗t , z
∗
t ) = argmax

y∈Y,z∈Z
f(xt,y, z;wt) (12)

= argmax
y∈Y

[ M∑
j=1

argmax
zj∈Zj

(
〈uj

t , φ1(xt, z
j)〉

+ 〈vj
t , φ3(y, z

j)〉
)
+ 〈v0

t , φ2(xt,y)〉
]
. (13)

We restrict all possible offset y within a radius s, i.e. Y =
{(Δct,Δrt,Δwt,Δht)|(Δct)

2 + (Δrt)
2 < s2}. Similarly

all possible zj ∈ Zj is restricted within a ball of radius sj .

Since the goal is to track the object, z∗t does not need to be

stored. We keep and visualise z∗t to show the part boxes are

indeed meaningful.

2.4. Features

We use Haar-like features [24] to represent the appear-

ances of the bounding box of object and object parts. Each

feature consists of 2 scales, each scale has 6 types rectangles

on a 4 × 4 grid. We use integral image proposed in [24] to

compute the feature efficiently. The integral image requires

computing the sum of rectangular region, the tracking per-

formance will be reduced when the shape of the target can-

not be well fitted by rectangle. However, our part-based ap-

pearance model can alleviate this problem by decomposing

the whole rectangular region into small parts.

Algorithm 1: Two-stage Training

Input: λ, the number of part M , number of training

samples N , Bt, b
1
t , · · · ,bM

t , wt, xt

Output: wt+1 = [ut+1,vt+1]
1 Stage 1: To get ut+1 = [u1

t+1, · · · ,uM
t+1]

2 for j = 1, 2, · · · ,M do
3 Generate a set of offset {zjt,k}Nk=1, where all offset

z are restricted within a radius s; then we have

training set Sj
t = {(xt, z

j
t,k)}Nk=1;

4 Crop out the corresponding image regions of

{bj
t + zjt,k}Nk=1 in frame xt;

5 Extract feature {φ1(xt, z
j
t,k)}Nk=1;

6 Set (Sj
t )

+ = {(xt, z
j
t,k) ∈ Sj

t : Δ(zjt , z
j
t,k) +

〈uj
t , φ1(xt, z

j
t,k)〉 − 〈uj

t , φ1(xt, z
j
t )〉 > 0};

7 Set ηt =
1

λt
;

8 Update uj
t+1 ← (1− ηt)λu

j
t +

ηt

|Sj
t |

∑
(xt,z

j
t,k)∈(Sj

t )
+

(φ1(xt, z
j
t )− φ1(xt, z

j
t,k)).

9 end
10 Stage 2: To get vt+1 = [v0

t+1,v
1
t+1, · · · ,vM

t+1]

11 Generate a set of offset {yt,i}Ni=1 just as {zjt,k}Nk=1,

j ∈ {1, · · · ,M};
12 Crop out the corresponding image regions of

{Bt + yt,i}Ni=1 in frame xt;

13 Extract feature {φ2(xt,yt,i)}Ni=1 and {φ3(yt,i, z
j
t,k) :

i = 1, · · · , N, k = 1, · · · , N, j = 1, · · · ,M};
14 Update the weight vector vt+1 using Eq. (15).

The Haar-like feature of object and object parts are con-

catenated as a vector, i.e. φ1(xt, z
j) and φ2(xt,y). The

spatial relationship between bounding box and part box is

defined as φ3(y, z
j) = (a, a2) ∈ R

4 where

a = (Bt−1 + y)[1 : 2]− (bt−1 + zj)[1 : 2] ∈ R
2.

Here [1 : 2] means taking the first two dimensions of the

vector.
〈
vj , φ3(y, z

j)
〉

measures the compatibility between

the bounding box and the j-th part box. For example, the

part boxes far away from the bounding box will be discour-

aged for an appropriate vj .

3. Two-stage Training
The latent pegasos proposed in Section 2.2 has two prob-

lems: (1) the label cost Δ in (8) does not take into account

the part boxes. This can potentially cause part boxes are

predicted badly (though there is no ground truth of z, one

can still see if the predicted z makes sense); (2) incorpo-

rating part boxes increases the dimensionality of the pa-

rameter significantly, hence may cause over-fitting during
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Algorithm 2: Part-based Tracking

Input: t-th frame xt, wt, Bt−1, b1
t−1, · · · ,bM

t−1,

number of training samples for N , number of

tracking samples K
Output: wt+1, Bt, b

1
t , · · · ,bM

t

1 Sample a set of candidate offset {yt,i}Ki=1 ∈ Y

uniformly that are within search radius s;

2 Crop out the corresponding image region of

{Bt−1 + yt,i)}Ki=1 in frame xt, and extract features;

3 Estimate y∗t and z∗t via Eq. (12) with letting Zj = Y;

4 Update Bt = Bt−1 + y∗t , and

bj
t = bj

t−1 + (zj)∗, j = 1, · · · ,M ;

5 wt+1 ← two-stage training as Algorithm 1.

training. If the model is trained well, the problem (1) may

not be so severe, because a well learnt w should ensure

maxz f(xt,yt, z;w) ≥ maxz′ f(xt,y, z
′;w) + Δ(yt,y).

However, because of problem (2), the model is often not

well learnt. For example in Fig. 3 (Left), a good y with

red highlighted frame boundary does not receive the highest

score in latent pegasos, and the predicted y via the param-

eter learnt by latent pegasos is obviously not a good one.

To tackle above problems, we propose a two-stage training

method below.

At every frame, say the t-th frame, we learn the weight

vector wt+1 = [ut+1,vt+1] in two stages.

In the first stage, given t-th frame xt and predicted zjt ,

we sample offsets of part box {zjt,k �= zjt}Nk=1. We would

like to update uj
t+1, j = 1, · · · ,M via,

uj
t+1 =argmin

uj

λ

2
||uj ||2 + 1

N

N∑
k=1

[
Δ(zjt , z

j
t,k)+ (14)

〈uj , φ1(xt, z
j
t,k)〉 − 〈uj , φ1(xt, z

j
t )〉

]
+
.

The Δ(zjt , z
j
t,k) is still the VOC label cost defined in Eq.

(9). Learning uj
t+1 is effectively tracking part boxes, thus

the learnt uj
t+1 gives pretty good estimate of where the parts

should be. Estimating uj
t+1 via sub-gradient method [21]

can be found in the stage 1 of Algorithm 1.

In the second stage, we update vt+1 via

vt+1 ← (1− ηtλ)vt +
ηt
N

N∑
i=1

�
[
max
z′

f(xt,yt,i, z
′;vt)

−max
z

f(xt,yt, z;vt) + Δ(yt,yt,i) > 0
]
δΨt(yt), (15)

where δΨt(yt) = Ψ(xt,yt, ẑ) − Ψ(xt,yt,i, ẑ′), and
Ψ(xt,y, z) defines as:

Ψ(xt,y, z) =
[
φ2(xt,y), φ3(y, z

1), · · · , φ3(y, z
M )

]
. (16)

Figure 2: Left: The image and tracking results. The yellow rectangle shows the
bounding box of object, and four small rectangles show the bounding box of parts.
Right: The plot of the values of weight vector w corresponding to the left image.
The values of vector u3 and u4 is less than the values of u1 and u2 due to the
occlusion of the 3rd and 4th part.

Algorithm 1 describes the whole procedure of two-stage

training. The stochastic sub-gradient method [21] is guaran-

teed to converge to the optimal SVM solution. After using

the above two-stage training, we have updated the weight

vector wt+1 at time step t. The parameter wt+1 can be

used to predict the best offset y∗t+1 relative to the bounding

box Bt+1 for tracking task, and used as the starting point in

next iteration. Fig. 2 shows the illustration of the values of

weight vector w at frame 153 of sequence faceocc2 while

a partial occlusion appears. The tracker adapts to deal with

partial occlusion quickly: u1 and u2 (not occluded) adapt

to have higher weights than u3 and u4 (occluded), thus the

tracking result will rely more on the not occluded parts. In-

vestigating the trends of weights will also help to under-

stand which feature contributes more in various scenarios.

So far, we have introduced the part-based appearance

model and online updated discriminatively structured out-

put classifier to identify the target object from candidates.

The overall procedure of the proposed tracking algorithm

we implemented in this work is shown in Algorithm 2.

4. Experiments

We evaluated our tracking system on thirteen challeng-

ing sequences, which include eight tracking by detection

benchmark sequences (coke, david, faceocc1, faceocc2,
girl, sylvester, tiger1, tiger2) and additional five sequences

(board, fskater, threemen, trellis, dollar). These sequences

contain varied tracking targets (e.g., human body, car, face,

et al.) and different challenging situations in object track-

ing, as shown in Table 2.

The proposed algorithm is implemented in C++ on a

workstation with an Intel Core 2 Duo 2.66GHz processor

and 4.0G RAM. The average running time of our tracker is

2-3 frames per second, which is similar to Struck under the

same experimental environment. To make fair comparisons,

we use the same image feature as Struck [10] and MIL [4].

The parameters are presented as follows. λ in Eq. (8) and

Eq. (14) are all set to 0.1. As mentioned in Sec. 2.1, we

simply consider the offset in 2D translation. we sample off-

sets y and z within a search radius s = 30 exhaustively in

tracking stage, while on a polar grid within a search radius

s = 60 in training stage. The search radius of object tracker

and part trackers are all the same for all sequences. We
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Figure 3: Latent Pegasos v.s. two-stage training in the david sequence. Left: Latent Pegasos; Right: two-stage training. The score maxz f(x,y, z;w) for 100 different ys are
sorted (several representative images are shown). The big yellow rectangle indicates the bounding box of the object. Clearly the highlighted red frame obtains the best y among
all shown results. However, it does not receive highest score in Latent Pegasos. The y′ with the highest score in Latent Pegasos has much worse tracking result than the red
highlighted one. In two-stage training, highlighted red frame does receive the highest score as expected.

Sequence Ours Struck [10] StruckL [10] CT [28] MIL [4] OAB [8] BHMC [12] Frag [1] �1T [16] VTD [13] IVT [18]

faceocc1 0.87±0.05 0.83±0.06 0.84±0.08 0.63±0.16 0.61±0.20 0.50±0.21 0.28±0.06 0.86±0.09 0.78±0.28 0.82±0.20 0.63±0.14

faceocc2 0.83±0.06 0.80±0.09 0.77±0.09 0.82±0.12 0.80±0.09 0.67±0.15 0.23±0.06 0.70±0.13 0.19±0.28 0.64±0.21 0.20±0.27

threemen 0.76±0.12 0.19±0.33 0.21±0.32 0.19±0.33 0.21±0.35 0.21±0.34 0.11±0.16 0.76±0.10 0.41±0.31 0.18±0.31 0.21±0.33

fskater 0.81±0.11 0.74±0.14 0.73±0.13 0.60±0.12 0.76±0.12 0.71±0.11 0.52±0.11 0.51±0.24 0.62±0.12 0.65±0.11 0.19±0.26

dollar 0.81±0.09 0.70±0.11 0.69±0.11 0.66±0.14 0.58±0.16 0.55±0.18 0.38±0.22 0.31±0.38 0.35±0.44 0.71±0.29 0.26±0.36

david 0.81±0.10 0.79±0.12 0.36±0.36 0.67±0.13 0.62±0.10 0.38±0.23 0.52±0.11 0.18±0.24 0.22±0.33 0.29±0.27 0.32±0.27

trellis 0.63±0.14 0.44±0.35 0.09±0.24 0.11±0.17 0.20±0.31 0.17±0.28 0.23±0.25 0.40±0.36 0.38±0.39 0.33±0.37 0.15±0.23

board 0.84±0.12 0.40±0.29 0.59±0.35 0.55±0.17 0.16±0.27 0.12±0.25 0.01±0.02 0.48±0.26 0.11±0.27 0.31±0.27 0.10±0.21

sylvester 0.76±0.14 0.69±0.29 0.66±0.25 0.52±0.20 0.67±0.18 0.47±0.38 0.54±0.14 0.60±0.23 0.45±0.36 0.58±0.31 0.06±0.16

girl 0.72±0.12 0.81±0.10 0.78±0.11 0.52±0.16 0.62±0.12 0.45±0.23 0.33±0.20 0.65±0.20 0.71±0.09 0.64±0.12 0.38±0.31

coke∗ 0.62±0.21 0.55±0.18 0.46±0.23 0.36±0.22 0.35±0.23 0.09±0.19 0.01±0.01 0.07±0.21 0.05±0.20 0.09±0.22 0.08±0.22

tiger1∗ 0.61±0.19 0.66±0.23 0.59±0.21 0.37±0.29 0.64±0.19 0.44±0.23 0.27±0.19 0.20±0.30 0.40±0.36 0.10±0.24 0.02±0.11

tiger2∗ 0.51±0.23 0.57±0.20 0.45±0.24 0.51±0.18 0.63±0.14 0.35±0.24 0.15±0.23 0.15±0.24 0.27±0.32 0.19±0.23 0.02±0.12

Average 0.73 0.62 0.55 0.50 0.52 0.39 0.28 0.45 0.38 0.42 0.20

Table 1: Compared average VOC overlap ratio on thirteen sequences. The target object of three sequences marked with star (∗) wasn’t decomposed into parts in experiment since
the object is too small. Our algorithm without parts is different from Struck with linear kernel, we solve the structured SVM based on primal form.

Main Challenges Sequences

Partial or full occlusion faceocc1, faceocc2, threemen
Shape deformation fskater, dollar
Illumination david, trellis, coke, tiger1, tiger2

Pose and scale variation
board, sylvester, girl, fskater,
david, coke, tiger1, tiger2

Table 2: The main challenges showed in thirteen experimental sequences

employ a simple heuristic to determine the number of part

within the tracking object. If the ratio of width and height of

object is larger than 0.5, we divide the object into four parts

(two rows and two columns). Otherwise, the tracking ob-

ject is divided into three parts (in vertical direction if width

is larger than height, or in horizontal direction).

To examine the performance of the proposed tracking al-

gorithm, we run nine state-of-the-art algorithms with the

same initial position of the tracking object. These algo-

rithms are Struck (structured output tracker [10]), CT (com-

pressive tracking [28]), MIL (multiple instance boosting-

based tracker [4]), OAB (online AdaBoost [8], r = 1),

BHMC (Basin Hopping Monte Carlo tracker [12]), Frag

(Fragment-based tracker [1]), IVT (incremental subspace

visual tracker [18]), VTD (visual tracking decomposi-

tion [13], and �1T (�1 minimisation tracker [16]). We

use the publicly available source code or binary code of

those trackers in the experiments. For BHMC, only par-

tial frames can be processed by using the binary code re-

leased by authors, we report the tracking results of those

frames. Because our tracker use latent structured SVM

with linear kernel, we also compared Struck with linear

kernel (named as Struck Linear or StruckL). For quantita-

tive performance comparison, three popular evaluation cri-

teria are introduced. Firstly, the mean center position error

(CLE) per frame is calculated for each tracker. Secondly,

we report the Pascal VOC overlap ratio, which is defined as

Roverlap = Area(BT ∩ BGT )/Area(BT ∪ BGT ), where

BT is the tracking bounding box and BGT the ground truth

bounding box. If the VOC overlap ratio is larger than 0.5, it

is considered to be successful in tracking for each frame.

Comparison of different latent structured learning
schema In order to evaluate the performance of different

latent learning schema, we conduct an experiment on david
sequence using different form of latent structural SVM. We

sort the score of candidate offsets ys at frame 112 with dif-

ferent latent learning schema, and report the score of maxi-

mum 100 samples in Fig. 3. From the experimental results,

we can see that the part boxes and object boxes with la-
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Sequence Ours Struck [10] StruckL [10] CT [28] MIL [4] OAB [8] BHMC [12] Frag [1] �1T [16] VTD [13] IVT [18]

faceocc1 7.4±2.8 10.1±3.8 9.0±4.6 28.6±17.7 29.2±18.6 42.2±23.1 47.9±8.7 8.6±6.6 20.7±41.6 10.3±16.9 24.8±11.6

faceocc2 7.7±2.9 9.2±4.5 11.0±4.8 8.9±7.2 9.4±4.4 18.4±9.7 41.3±5.4 15.3±7.7 78.5±38.1 14.4±17.9 117±84.5

threemen 9.9±6.3 61.5±34.7 51.0±29.5 68.4±35.7 69.8±41.4 68.8±39.9 63.2±38.6 10.3±3.4 16.8±16.6 61.8±35.5 44.5±25.7

fskater 7.9±4.3 10.9±5.8 11.7±6.1 23.0±5.4 14.2±8.0 14.6±5.6 17.9±7.4 28.8±18.3 24.4±10.1 18.8±10.3 86.7±49.1

dollar 7.0±3.4 14.2±5.4 14.7±5.6 15.6±6.4 23.1±9.1 23.4±11.7 36.4±23.9 70.2±59.2 66.4±58.9 21.3±41.2 79.6±61.6

david 7.6±4.1 8.9±5.7 60.1±51.6 14.7±7.0 18.9±5.9 38.8±27.6 20.7±11.1 73.6±36.8 81.2±57.7 65.7±56.1 11.9±6.4

trellis 10.6±5.3 41.0±49.4 107±54.6 88.4±57.0 81.3±61.4 100±72.1 58.6±48.3 34.4±31.9 52.6±54.4 54.7±51.9 135±95.1

board 14.1±13.3 85.4±56.5 72.1±98.9 52.9±27.1 211±124 216±111 307±95 65.9±48.6 241±110 112±67.0 223±97.5

sylvester 5.7±5.2 14.4±26.1 10.7±10.9 15.3±10.3 9.1±6.4 33.1±36.7 12.4±9.5 12.4±11.5 29.6±32.6 21.6±36.0 74.0±37.6

girl 15.2±7.5 10.0±5.4 11.6±6.9 32.1±14.4 22.8±8.7 42.8±26.3 47.4±26.6 23.0±22.7 11.0±5.6 18.0±11.4 43.1±52.6

coke∗ 7.1±6.5 8.1±5.6 11.9±8.4 17.5±9.8 17.5±9.6 34.8±15.6 55.9±15.6 70.0±32.3 55.3±22.3 47.4±21.9 39.5±22.1

tiger1∗ 8.7±5.7 8.2±12.2 9.6±6.7 28.3±29.9 8.5±6.6 18.0±16.8 21.2±13.9 39.6±32.5 29.1±30.2 68.7±36.2 56.7±20.5

tiger2∗ 11.8±10.4 8.3±6.1 14.9±13.4 10.6±5.3 7.2±3.7 20.1±15.1 51.2±37.3 38.5±25.1 33.9±28.1 37.5±29.7 93.3±34.7

Average 9.2 22.3 30.4 31.1 40.1 51.6 82.2 60.1 56.9 42.4 79.1

Table 3: Compared average center location error (pixels) on thirteen sequences. The explanation of star (∗) marked on the last three sequences is the same as Table 1.
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Figure 4: The centre location error plots of our tracker with/without parts and struck
with linear kernel on four sequences.

tent pegasos shown in Fig. 3 (Left) are drifting heavily. On

the contrary, the tracker with two-stage training maintains

tracking the object and the parts robustly shown in Fig. 3

(Right). Note that the output score of two-stage training is

higher than latent pegasos due to different parameter scales.

What really matters is the ranking of the scores for each

tracker. A good tracker should rank a good result higher.

For example, the best candidate sample (the sample with

red rectangle in Fig. 3) doesn’t not get the highest score us-

ing the latent pegasos. The success rate is 0.57 and 1.00 for

using latent pegasos and two-stage training, respectively.

Evaluation of our tracking algorithm with and with-
out part To justify the effect of object parts, we run Struck

with linear kernel, ours tracking algorithm with and without

part. Note that our algorithm without part is different with

Struck with linear kernel, the structured SVM of Struck is

solved in dual, but for us, it’s optimised based on primal

form. For generality, we choose four video sequences with

different kind of objects (human body, face, rigid object and

toy). Fig. 4 shows the performance of these algorithms in

centre location error. Note that the quantitative VOR and

CLE results, and VOR curve for these four sequences can be

found in the supplementary material. We can see that ours

without part gets the similar performance to Struck with lin-
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Figure 5: Quantitative evaluation of our tracker with different part initialisation on
2 sequences. Left: two kinds of initialisation (automatically and manually). Right:
the center location error of different part initialisations.

ear kernel, and ours with part achieves higher success rate

and lower CLE than another two algorithms.

Evaluation of different part initialisations In [29], the

authors point out that the traditional latent SVM using a gra-

dient decent algorithm requires careful part initialisation.

As mentioned above, in this paper, we use a simple heuristic

method to initialise part number and position. To investigate

the effect of different part initialisations, we conduct two

experiments with different initialised method. In the first

experiment as shown in the upper row of Fig. 5, we initialise

part with the same number in sequence fskater by using our

automatic heuristic method and dividing meaningful object

parts manually, respectively. The lower row of Fig. 5 shows

the result of the second experiment on sequence sylvester
with different number of parts. From Fig. 5, we found

that two kinds of part initialisation achieve the similar CLE

performance in most frames. The results indicate that our

tracking algorithm is robust to part initialisation. Note that

the quantitative VOR, CLE, and success rate results, and

VOR curve for these four sequences can be found in the

supplementary material.

Comparison of competing tracking algorithms We

compare the proposed tracking algorithm with nine state-of-
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Sequence Ours Struck StruckL CT MIL OAB BHMC Frag �1T VTD IVT

faceocc1 1.00 1.00 1.00 0.73 0.66 0.48 0.01 1.00 0.88 0.91 0.84

faceocc2 1.00 1.00 1.00 0.98 1.00 0.82 0.01 0.94 0.17 0.78 0.20

threemen 1.00 0.24 0.24 0.22 0.25 0.26 0.03 1.00 0.39 0.23 0.24

fskater 1.00 1.00 0.99 0.76 1.00 0.99 0.61 0.61 0.93 0.97 0.11

dollar 1.00 1.00 1.00 0.86 0.64 0.52 0.20 0.39 0.39 0.85 0.18

david 1.00 0.97 0.38 0.88 0.90 0.31 0.65 0.08 0.24 0.26 0.24

trellis 0.84 0.46 0.10 0.20 0.24 0.14 0.23 0.38 0.44 0.37 0.19

board 0.98 0.29 0.65 0.59 0.13 0.08 0.01 0.46 0.12 0.23 0.09

sylvester 0.95 0.83 0.72 0.59 0.77 0.52 0.62 0.70 0.54 0.67 0.04

girl 0.98 1.00 0.99 0.47 0.85 0.38 0.25 0.79 0.99 0.86 0.45

coke∗ 0.78 0.71 0.47 0.29 0.27 0.05 0.03 0.07 0.05 0.10 0.08

tiger1∗ 0.74 0.83 0.65 0.36 0.81 0.40 0.13 0.19 0.49 0.14 0.01

tiger2∗ 0.58 0.68 0.41 0.49 0.86 0.32 0.12 0.11 0.29 0.15 0.01

Average 0.91 0.77 0.66 0.57 0.64 0.41 0.22 0.52 0.46 0.50 0.21

Table 4: Compared success rates on thirteen sequences. The explanation of star (∗)
marked on the last three sequences is the same as Table 1.

the-art tracking algorithms. Fig. 1 shows some qualitative

tracking results of our tracker and another several compet-

ing trackers on three sequences (for clarity, we just show

the results of five trackers with better performance.) More

tracking results can be found in the supplemental material.

Table 1 reports the average VOC overlap ratio of ten track-

ers over all sequences. Table 3 summarises the average

centre location error performance of the compared track-

ing algorithms over the thirteen sequences. Table 4 shows

the success rate. From the experimental results, we can see

that our tracking algorithm obtains the best result on ten se-

quences. As for sequence girl, the tracking performance of

our tracker is slightly lower than Stuck, it’s partly due to the

part will not help when each part appears similarly (e.g. the

whole object region is filled with hair when the girl swiv-

elled around). As mentioned in Table 1, there are not many

practical implications to divide the target object of sequence

coke, tiger1 and tiger2 into parts due to their small object re-

gion. The results are not as well as the competing trackers.

But the results of our tracker on the above mentioned four

sequences are better than Struck with linear kernel. In con-

clusion, the proposed tracker performs well on rigid objects

such as board and faces as well as deformable objects such

as persons.

Conclusion We have introduced a part-based tracking al-

gorithm with online latent structured learning. We use a

global object box and a small number of part boxes to ap-

proximate the irregular object, and the model can be ini-

tialised easily. The proposed appearance model reduced

the amount of visual drift. We developed an online two-

stage training mechanism to learn the parameter of the part-

based model. The new online learning schema overcame

the over-fitting caused by the complexity of part model,

thus improved the tracking accuracy of object parts. We be-

lieve that the proposed part-based tracker provides powerful

framework for visual tracking. We performed object track-

ing using the proposed algorithm on thirteen challenging se-

quences comparable with a few of state-of-the-art methods,

the results demonstrated the effectiveness and robustness of

the proposed tracker.
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